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Preface 
 
This series of International Workshops is jointly organised on a rotational basis among the Member 
Organisations of the former European Institute for Applied Research (IAR), and of the Intelligent 
Control and Diagnosis (ICD). This year, for the first time, the Advance Control and Diagnosis 
(ACD) Workshop becomes a European event, and for the third time, it is being been held outside 
France and Germany. 

Since 2003, the ICD Working group has organized an annual Workshop on Advanced 
Control and Diagnosis, which has brought together academics and engineers in automated systems. 
The aim is manifold, i.e., to present recent developments in control and diagnosis techniques, to 
present practical applications or open problems, to provide an opportunity for industrial partners to 
express their needs and priorities, and to review the current activities in the field of Advanced 
Control and Diagnosis and their implication in Maintenance. 

The 7th Workshop was held in Zielona Gora (Poland) on November 2009 with around 80 
participants (http://www.issi.uz.zgora.pl/ACD_2009). It was organised in the continuation of the 
previous workshops, which took place respectively in: 

• 1st Workshop in Duisburg (Germany) - 2003; 
• 2nd Workshop in Karlsruhe (Germany) - 2004; 
• 3rd Workshop in Mulhouse (France) - 2005; 
• 4th Workshop in Nancy (France) - 2006; 
• 5th Workshop in Grenoble (France) - 2007; 
• 6th Workshop in Coventry (UK) - 2008; 

The Department of Engineering at the University of Ferrara (Italy) is delighted to be the host of the 
8th   such Workshops, and the first in Italy. The emphasis of ACD Workshop is focused on general 
advanced control and diagnosis issues, and in particular for this year, it comprises about seventy 

 papers, including four plenary invited papers, and the remaining as regular papers for oral 
presentation. As well as special sessions on Advanced Informatics and Control, Fault Diagnosis, 
Fault Tolerant Control and Network Control Systems, there are sessions on System Identification, 
Signal and Image Processing, Industrial Processes, Automotive Control Systems, Control 
Applications, Control Systems, Modelling for Control and Intelligent Methods for System 
Identification and Control. 

The papers published in these proceedings indicate the growing interest in these important 
discipline areas in terms of both theoretical development, as well as diversity of application. The 
ACD2010 Workshop is organised by the Department of Engineering at the University of Ferrara 
(Italy), by the Automatics and Robotics Group within the Department of Engineering, Ferrara 
University. 

On behalf of the Organisers for the ACD2010 Workshop, we would like to express our 
gratitude to our colleagues and members of the ACD Directorate, members of the International 
Programme Committee, the Session Chairs and Co-Chairs and all the Presenters and Authors of the 
papers attending from twenty-five countries. We also acknowledge the support of the Department of 
Engineering at the University of Ferrara, and the Consorzio Ferrara Ricerche, at the University of 
Ferrara. 

In anticipation of another valuable and enjoyable meeting, it is our pleasure to welcome all 
delegates, both old friends and new, to this International and European Workshop here at Ferrara 

 University. We wish you all a pleasant stay in Ferrara, and trust that you will find the Workshop 
to be of value and leave us having made new friends. 
 

Dr. Silvio Simani & Dr. Marcello Bonfè 
(On behalf of the Organisers for ACD2010, Ferrara University, Italy) 



 iv

Acknowledgements 
 
 
 
International Programme Committee 
 
Jan Åslund (Sweden) 
Christophe Aubrun (France) 
Andrzej Bartoszewicz (Poland) 
Sergio Beghelli (Italy) 
Gianni Bertoni (Italy) 
Sergio Bittanti (Italy) 
Mogens Blanke (Denmark) 
Jozsef Bokor (Hungary) 
Keith J. Burnham (United Kingdom) 
Marco Campi (Italy) 
Alessandro Casavola (Italy) 
Paolo Castaldi (Italy) 
Vincent Cocquempot (France) 
Maria Letizia Corradini (Italy) 
Claudio De Persis (Italy) 
Steven X. Ding (Germany) 
Roberto Diversi (Italy) 
Andras Edelmayer (Hungary) 
Chris Edwards  (United Kingdom) 
Miroslav Fikar (Slovakia) 
Giuseppe Franzè (Italy) 
Erik Frisk (Sweden) 
Sylviane Gentil (France) 
Michael J. Grimble (United Kingdom) 
David Henry (France) 
Marina Indri (Italy) 
Sirrka L. Jamsa-Jounela (Finland) 
Andrzej Kasprzak (Poland) 
Paul King (United Kingdom) 
Michel Kinnaert (Belgium) 
Józef Korbicz (Poland) 
Leszek Koszalka (Poland) 
Jan Kościelny (Poland) 
Suzanne Lesecq (France) 
Antoni Ligęza (Poland) 
Jan Lunze (Germany) 
Didier Maquin (France) 
Elena Mainardi (Italy) 
Massimiliano Mattei (Italy) 
Nicola Mimmo (Italy) 
Hans Henrik Niemann (Denmark) 
Thomas Parisini (Italy) 
Krzysztof Patan (Poland) 
Ron J. Patton (United Kingdom) 
Andrzej Pieczyński (Poland) 



 v

Marios M. Polycarpou (Greece) 
Vicenç Puig (Spain) 
Joseba Quevedo (Spain) 
José Ragot (France) 
José Sá da Costa (Portugal) 
Dominique Sauter (France) 
Piotr Skrzypczynski (Poland) 
Miroslav Simandl (Czech Republic) 
Dirk Soeffker (Germany) 
Marcel Staroswiecki (France) 
Ralf Stetter (Germany) 
Jacob Stoustrup (Denmark) 
Michele Taragna (Italy) 
Piotr Tatjewski (Poland) 
Didier Theilliol (France) 
Andrea Tilli (Italy) 
Dariusz Uciński (Poland) 
Maria Elena Valcher (Italy) 
Andreas Varga (Germany) 
Antonio Visioli (Italy) 
Holger Voos (Germany) 
Marcin Witczak (Poland) 
 
 
 
Local Organising Committee  
 
Silvio Simani   Chairman 
Marcello Bonfè Vice-chairman 
Sergio Beghelli Honorary chairman 
Elena Mainardi  Organization Chairman 
Paolo Castaldi  Program Chairman 
Nicola Mimmo  Student Paper Chairman 
Mauro Mazza   Local Arrangement Chairman 
 
 
 
Co-sponsoring Organisations 
 
Department of Engineering, University of Ferrara (ENDIF-UNIFE) 
Consorzio Ferrara Ricerche, University of Ferrara 
VM Motors (Cento, Ferrara) 
 
 
 
Supports 
 
The Intelligent Control and Diagnosis (ICD, http://www.icd.cran.uhp-nancy.fr/) working group 
founded in 1998, leads to new developments and applications in the field of automatic control and 
fault diagnosis. The aim of the ICD working group is to explore research opportunities in the 



 vi

direction of Fault Diagnosis and Fault-tolerant Control for technical systems. ICD Research 
activities can be summarized as follows: 
 
• Development of advanced methods with applications to automatic control and fault detection 

and isolation (FDI);  
• Design of FTC strategy providing an optimal performance of the reconfigured system according 

to the reliability measure in order to ensure the dependability of the system and the human 
safety; 

• Investigation of typical application areas and technology transfer to industrial areas of special 
interest for control and diagnosis of technical systems. The domains of application concern 
different types of systems such as embedded systems, distributed systems, networked systems. 

 
Within this working group, the members co-operate in different ways, one important one are joint 
European projects. The aim for the future is to initiate more of such projects, especially in co-
operation with industry and to tackle with advanced methods in Fault Tolerant Control (FTC) 
framework in order to improve the human safety and dependability of the system.  

The chairs are the Prof. C. Aubrun and the Prof. D. Theilliol. The members and partners are: 
 
• Gerhard-Mercator-Universitaet Duisburg, Germany 
• Centre de Recherche en Automatique de Nancy, France 
• GIPSA-Lab Grenoble, France 
• University of Karlsruhe, Germany 
• Control Theory and Applications Centre, Coventry University, United Kingdom  
• Institute of Control and Computation Engineering, University of Zielona Gora, Poland  
• Department of Engineering, University of Ferrara, Italy 
• Automatic Control Department, Universidad Politecnica de Cataluna, Spain 
• Engineering Department, The University of Hull, United Kingdom 
 
 
 
 



 vii

 
Members and Partners 
 
 
 
 
 

 

 
 
 
                           University of Ferrara 
 
 
 
 

 
 
 
 
 



 viii

Contents 
 
 
 
Preface………………………………………………………………………………………….. iii 
Acknowledgements…………………………………………………………………………….. iv 
 International Programme Committee……………………………………………………… iv 
 Local Organising Committee……………………………………………………………… v 
 Co-sponsoring Organisations……………………………………………………………… v 
 Supports……………………………………………………………………………………. v 
 Members and Partners……………………………………………………………………... vii 
 
Contents………………………………………………………………………………………... viii 
 Plenary Papers………………..……..…………...………………………………………… 2 
 A norm-based point of view for fault diagnosis: Application to aerospace missions 

David Henry……………………………………………………………………………….. 
 
4 

 Design and Evaluation of Reconfiguration-based Fault Tolerance using the Lattice of 
System Configurations 
Marcel Staroswiecki………………………………………………………………………..

 
 
17 

 New Perspectives for Research in Fault Tolerant Control 
Ron J Patton……………………………………………………………………………….. 

 
36 

 Developments in bilinear systems modelling and control with industrial applications 
Keith Burnham…………………………………………………………………………….. 

 
37 

 
 Regular Papers……………………………………………………………………………... 38 
 Design of Robust Fault Detection Filters for Plants with Quantized Information  

Maria Letizia Corradini, Andrea Cristofaro, Roberto Giambò, and Silvia Pettinari…….. 
 
40 

 Aircraft Sensor Fault Detection and Accommodation by Some Conventional Controllers 
Emre Kiyak and Fikret Caliskan…………………………………………………………... 

 
46 

 Performance Comparison of Different Types of Controllers for the Control of the Pitch 
Angle of an Aircraft 
Gulay Iyibakanlar and Emre Kiyak……………………………………………………….. 

 
 
52 

 Fault Detection and Estimation in Networked Control Systems 
Ignacio Peñarrocha and Roberto Sanchis……………………………………………….. 

 
58 

 Optimization of a Water for Injection Control System for a Pharmaceutical Plant 
Antonio Visioli, Massimiliano Ammannito, Michele Caselli and Marco Incardona………

 
64 

 Diagnosis for the Reliability Improvement of Embedded Systems 
Ouadie Bennouna, Houcine Chafouk and Jean-Philippe Roux…………………………… 

 
68 

 Smith Predictor Based Control of Continuous-Review Perishable Inventory Systems with 
a Single Supply Source 
Przemyslaw Ignaciuk and Andrzej Bartoszewicz………………………………………….. 

 
 
73 

 Smoothing in Multiple Model Change Detection for Stochastic Systems 
Ivo Puncochar, Jindrich Dunik and Miroslav Simandl…………………………………….

 
79 

 Predictive Fault-Tolerant Control of Takagi-Sugeno Fuzzy Systems 
Lukasz Dziekan and Marcin Witczak……………………………………………………… 

 
85 

 Communication Gains Design in a Consensus Based Distributed Change Detection 
Algorithm 
Nemanja Ilic and Srdjan Stankovic………………………………………………………...

 
 
91 

 Control of Independent Mobile Robots by Means of Advanced Monitoring 
Lothar Seybold, Jaroslaw Krokowicz, Krzysztof Patan, Ralf Stetter and Anderas 
Paczynski…………………………………………………………………………………... 

 
 
95 



 ix

 Modelling of Positive Displacement Pumps for Monitoring, Planning, Control and 
Diagnosis 
Stefan Kleinmann, Muhammad Fairusz Abdul Jalal and Ralf Stetter…………………….. 

 
 
101

 Concept of an Advanced Monitoring, Planning, Control and Diagnosis System for 
Autonomous Vehicles 
Lothar Seybold, Andrzej Pieczyński, Andreas Paczynski and Ralf Stetter…………………

 
 
107

 Reliability Assessment of Technical Devices Based on Degradation Data and Stochastic 
Equations 
Ryszard Kopka……………………………………………………………………………...

 
 
113

 Intelligent Techniques for Faults Diagnosis and Prognosis of CHP Plant with Gas 
Turbine Engine 
Luigi Miozza, Andrea Monteriù, Alessandro Freddi and Sauro Longhi………………….. 

 
 
119

 Periodic Linear Time-Varying System Norm Estimation Using Running Finite Time 
Horizon Transfer Operators 
Przemyslaw Orlowski……………………………………………………………………… 

 
 
125

 An Application of Model Based Fault Detection in Power Plants 
Goran Kvascev, Predrag Tadic and Zeljko Djurovic……………………………………... 

 
130

 Validation of a New Time Delay Estimation Method for Control Performance 
Monitoring 
Markus Stockmann, Robert Haber and Ulrich Schmitz…………………………………… 

 
 
135

 Estimation and Prediction of Global Radiation  by Meteosat Image Processing 
Ali Zaher, Thiery Frédérik, Yao N'Goran, and Adama Traore …………………………....

 
141

 Advanced and Predictive Diagnosis on the Example of Pump Systems 
Stefan Kleinmann, Anna Dabrowska, Domenico Leonardo, Ralf Stetter and Agathe 
Koller-Hodac……………………………………………………………………………….

 
 
146

 Evaluation Scheme of Task Allocation in Mesh Connected Processors with Metaheuristic 
Algorithms 
Wojciech Kmiecik, Leszek Koszalka, Iwona Pozniak-Koszalka, and Andrzej Kasprzak….. 

 
 
152

 Bus Route Optimization: an Experimentation System and Evaluation of Algorithms 
Krzysztof Golonka, Leszek Koszalka and Andrzej Kasprzak……………………………… 

 
158

 Routing in Mobile Ad-hoc Networks: an Experimentation System and Evaluation of 
Algorithms 
Maciej Foszczynski, Marek Adamczyk, Kamil Musial, Leszek Koszalka, Iwona Pozniak-
Koszalka, and Andrzej Kasprzak…………………………………………………………...

 
 
 
164

 Testing SQL Queries: an Experimentation System and Efficiency Evaluation 
Michal Hans, Pawel Kmiecik, Iwona Pozniak-Koszalka, and Andrzej Kasprzak……….....

 
170

 Properties of NCGPC Applied to Nonlinear SISO Systems with a Relative Degree One 
or Two 
Marcelin Dabo, Nicolas Langlois and Houcine Chafouk…………………………………. 

 
 
174

 Improvement of the Decoupling Feature of Decentralized Predictive Functional Control 
Khaled Zabet and Haber Robert…………………………………………………………... 

 
180

 Equality Constraints in Sensor Faults Reconfigurable Control Design 
Dusan Krokavec and Anna Filasova……………………………………………………….

 
184

 Set-Point Reconfiguration in Case of Severe Actuator Fault 
Boumedyen Boussaid, Christophe Aubrun and Naceur Abdelkrim……………………….. 

 
190

 Connections of Functional States for Automaton Identification: Application in a Steam 
Generator Monitoring 
Javier F. Botia, Henry O. Sarmiento and Claudia Isaza………………………………….. 

 
 
196

 A GMDH Toolbox For Neural Network-Based Modelling 
Marcel Luzar and Marcin Witczak…………………………………………………………

 
202



 x

 Decoupling Model Predictive Control in a Non-Minimal State Space Representation 
Ulrich Hitzemann and Keith J. Burnham…………………………………………………..

 
207

 Design of Unknown Input Reconstruction Algorithm in Presence of Measurement Noise 
Malgorzata Sumislawska, Tomasz M. Larkowski and Keith J. Burnham…………………. 

 
213

 Fault Tolerant Control Schemes for Nonlinear Models of Aircraft and Spacecraft: 
Preliminary Results 
Paolo Castaldi, Nicola Mimmo and Silvio Simani…………………………………………

 
 
217

 Robust Model Matching for Geometric Fault Detection Filters: A Commercial Aircraft 
Example 
Jozsef Bokor, Peter Seiler, Balint Vanek, Gary J. Balas……..…………………………… 

 
 
223

 System Programmable Logic Controller Computer Aided Development Procedure 
Sergio Chiesa, Sabrina Corpino and Giovanni Medici…………………………………… 

 
229

 Task-Oriented Modelling of Rugged Terrain from Sparse Range Data 
Dominik Belter, Przemyslaw Labecki and Piotr Skrzypczynski……………………………

 
235

 Flight Path Optimisation Using Primitive Manoeuvres: A Particle Swarm Approach 
Luciano Blasi, Simeone Barbato and Massimiliano Mattei………………………………..

 
241

 A Fault Detection Filter Design Method for Hybrid Switched Linear Parameter Varying 
Systems 
Gianfranco Gagliardi, Alessandro Casavola, Domenico Famularo and Giuseppe Franzè.

 
 
247

 Improvement of the Sensitivity of T² Quality Control Charts by Grouping of Variables 
Thomas Friebel and Robert Haber………………………………………………………... 

 
253

 A Constrained Strategy to Control Plasma Shape in ITER 
C. V. Labate, M. Mattei, D. Famularo, F. Koechl, and V. Parail……………………...…..

 
257

 Fault Detection and Isolation of Wind Turbines: Application to a Real Case Study 
Pep Lluis Negre, Vicenç Puig and Isaac Pineda………………………………………….. 

 
263

 Second-Order Sliding Modes and Soft Computing Techniques for Fault Detection 
Milan Rapaic, Zoran Jelicic, Alessandro Pisano, and Elio Usai…………………………. 

 
271

 Unknown-Input Observation Techniques in Open Channel Hydraulic Systems 
Siro Pillosu, Alessandro Pisano, and Elio Usai…...……………………………………….

 
278

 Unknown Input Observer with Sliding Mode Disturbance Estimator for the Diffusion 
PDE 
Alessandro Pisano, Stefano Scodina, and Elio Usai……………………………………….

 
 
284

 An Efficient Algorithm For Fault Tolerant Sensor Network Design 
Firas Rouissi, Ghaleb Hoblos and Nicolas Langlois………………………………………

 
290

 Multi-Scale PCA-Based Fault Diagnosis for Rotating Electrical Machines 
Francesco Ferracuti, Andrea Giantomassi, Gianluca Ippoliti, and Sauro Longhi ………. 

 
296

 Reconfiguration of Over-Actuated Consecutive-k-out-of-n: F Systems Based on 
Bayesian Network Reliability Model 
Philippe Weber, Christophe Simon and Didier Theilliol………………………………….. 

 
 
302

 Fault Detection in Flat Systems by Constraint Satisfaction and Input Monitoring 
Ramatou Seydou, Tarek Raissi, Ali Zolghadri and David Henry…………………………. 

 
308

 Communication Sequence Design in Networked Control Systems With Communication 
Constraints: A Graphic Approach 
Sinuhe Martinez-Martinez, Hossein Hashemi-Nejad and Dominique Sauter……………...

 
 
314

 Comparison on Control Allocation Methods For The High Altitude Performance 
Demonstrator 
V. Scordamaglia, M. Mattei, C. Calabrò, A. Sollazzo, F. Corraro…………………….…..

 
 
320

 Temporal Reliability Analysis of Embedded Systems 
Afifa Ghenai and Mohamed Benmohammed……………………………………………….

 
326

 Data–Driven and Model–Based Fault Diagnosis of Wind Turbine Sensors 
Silvio Simani, Paolo Castaldi and Marcello Bonfè………………………………………...

 
332



 xi

 Central sensor cluster simulation for anti-lock-braking system validation using hardware-
in-the loop 
Pawel Kret, Keith, J. Burnham, Leszek Koszalka and Alexandros Mouzakitis…………… 

 
 
339

 Extended Kalman Filter Approach for Road Condition Estimation: a preliminary study 
Mariusz Ruta and Keith Burnham………………………………………………………….

 
344

 Diagnostics of distributed faults in ball bearings by means of vibration cyclostationary 
indicators  
Gianluca D’Elia, Simone Delvecchio, Marco Cocconcelli and Giorgio Dalpiaz………… 

 
 
350

 Robust Fault Detection of Nonlinear Systems using Local Linear Neuro-Fuzzy 
Hasan Abbasi Nozari, Mahdi Aliyari Shooredeli and Silvio Simani……………………… 

 
356

 Fault Detection and Isolation of Tennessee Eastman Process Using Improved RBF 
Network by Genetic Algorithm 
Somayeh Hekmati Vahed, Mohammad Mokhtare, Hassan Abbasi Nozari, Mahdi Aliyari 
Shoorehdeli and Silvio Simani…………………………………………………………….. 

 
 
 
362

 HVAC system energy consumption dependency on control set-point selection 
Ivan Zajic, Tomasz Larkowski, Dean Hill and Keith Burnham…………………………… 

 
368

 Fuel moisture content analysis as a basis for process monitoring of a BioGrate boiler 
Alexandre Boriouchkine, Alexey Zakharov and Sirkka-Liisa Jämsä-Jounela…………….. 

 
374

 Fault Detection and Accommodation of the Boiler Unit Using State Space Neural 
Networks 
Andrzej Czajkowski and Krzysztof Patan…………………………………………………..

 
 
380

 
Index of Authors……………………………………………………………………………….. 387
 
 
 



 
 
 

1



Plenary Papers 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

2



Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

3



A Norm-based Point of View for Fault Diagnosis: Application to 
Aerospace Missions 

David HENRY 

IMS Lab / ARIA team – Bordeaux 1 University 
Bordeaux, FRANCE, (e-mail: david.henry@ims-bordeaux.fr) 

Abstract:  
This paper deals with norm-based FDI (Fault Detection and Isolation) techniques for both 
LTI and LPV systems. The investigated techniques can be seen as a nice and practically 
relevant framework in which various design goals and trades-off are formulated and 
managed. It is shown that the design problem can be formulated as an optimization 
problem that can be solved by numerically powerful LMI-based techniques. The output of 
the design is a filter for Fault Detection, or a bank of filters for Fault Detection and 
Isolation. The approach has been developed by the author at IMS/LAPS, Bordeaux, see 
reference section. The developed techniques have been successfully applied to a number of 
aerospace applications, e.g. satellite, atmospheric re-entry and rendezvous missions. 

1. INTRODUCTION 

During the last decade, certain basic results concerning 
robustness of FDI filters using H∞-based optimisation 
techniques have appeared. The majority of the presented 
studies involve the use of a slightly modified H∞ fault 
estimator, i.e. the design objective is to minimize the effect 
of the fault signal, the disturbances and the modelling errors 
on the fault estimation error, in a H∞-norm sense.  
Residual generation is different from fault estimation 
because it does not only require the disturbances and model 
perturbations attenuation. The residual has to remain 
sensitive to faults while guaranteeing robustness against 
unknown inputs. This motivates (Ding, 1996; Niemann, 
1999; Chen, 1999; Ding, 2000; Zhong, 2003, Liu, 2005; 
Jaimoukha, 2006) to introduce the H∞/H- paradigm, i.e. 
robustness objectives are considered using the H∞ norm 
while the fault sensitivity specifications are expressed using 
the H- norm formulation. ARE-based solutions, 
eigenstructure assignment, genetic algorithms and Linear 
Matrix Inequality (LMI) based solutions were developed by 
the authors to derive the optimal selection of the residual 
generator.  

The majority of methods discussed above involve the use of 
an open-loop model of the system in spite of that the 
resulting FDI unit is supposed to supervise the system under 
closed-loop feedback configuration. In such situations, 
faults may be covered by control actions and the early 
detection of process faults (low frequency faults) is clearly 
more difficult. The control signal directly influences the FDI 
output when there is modelling uncertainty present. The 
feedback controller can then have the effect of desensitising 
the residual signals and deteriorate the FDI unit capability of 
detecting incipient faults.  
A solution may then consist in the so-called integrated 
design of control and diagnosis systems where a robust 
controller and a fault detector are designed together by 
optimizing a set of mixed control and FDI objectives  

(Stoustrup, 1997; Khosrowjerdi, 2004). However, because 
in many systems, the already in place controller is certified, 
this solution cannot be applied.  
Furthermore, from a practical point of view, it is convenient 
to take advantage of hardware redundancy. Thus the 
problem of optimally (in some sense) merging available 
information should also be addressed as an integral part of 
the design of a model-based FDI scheme. 

These problems motivate (Henry 2002, 2003, 2005, 2008, 
2009) to develop a method to design FDI schemes within 
the H∞/H- paradigm, that i) takes into account directly the 
controller actions within the design procedure; ii) merges 
optimally and systematically available information coming 
from sensors and control signals.  
The H∞/H- based FDI techniques are generally reputed to 
give robust but conservative solutions. The problem comes 
from the fact that, once the diagnostic filter is designed, no 
systematic analysis procedure is proposed to refine and 
manage the design trade-offs. It is clear that if the design 
method is associated with a suitable post-analysis process, 
an iterative refinement process can be established to get a 
good balance between different design trade-offs, and to get 
"as close as possible" to the required  
robustness/performance specifications, there is not any 
reason for the final result to be conservative 
Similarly to the H∞ design / µ-analysis cycle used in the 
robust control community, the method proposed in (Henry 
2002, 2003, 2005, 2008) provides a solution to the 
aforementioned problems by providing a complete 
design/analysis cycle:  

- With regards to the design task, the procedure aims to 
generate a structured residual vector r in the following 
general form 
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where K denotes the controller. ẑ  is an estimation of 
uMyMz uy += , a subset of available measurements y and 

inputs u. uy MM ,  are two residuals structuring (constant) 
matrices and L(s) is a (stable) dynamical filter. The 
proposed method consists in jointly designing  uy MM ,  and 
L(s) such that the effects that faults have on the residuals r
are maximized in the H- norm sense whilst minimizing the 
influence of unknown inputs and model uncertainties, in the 
H∞ norm sense. Furthermore, it is shown how robust poles 
assignment and H2g specifications can be considered. H2g
specifications and regional filter poles assignment are 
convenient to tune the transient response and to enforce 
some minimum decay rate of the residuals. This feature 
becomes very important from a decision making point of 
view, as the residual is post-processed by a hypothesis-
based test to make a final decision about the fault. 

- With regards to the post-design analysis procedure, a test 
is proposed to check if all FDI objectives are achieved in the 
face of specified structured and/or unstructured model 
perturbations. The problem is formulated using an 
appropriate performance index, defined with respect to the 
effects of underlying faults on the residual signal. As 
outlined above, the robust residual generation problem is not 
equivalent to the optimal fault estimation problem which is 
a counterpart of robust control. Testing the performances of 
residual generators results in a min-max optimization 
problem which cannot be formulated and solved using the 
classical "µ-analysis" framework. The method proposed by 
(Henry 2002, 2003, 2005) provides a remarkably powerful 
solution to the problem by a FDI-oriented generalized µ-
analysis procedure, denoted by the authors the µg-analysis 
procedure. 

This method can be seen as a nice and practically 
“advanced” framework in which various design goals and 
trades-off are formulated and managed. It corresponds to a 
complete design/analysis cycle and has the following 
advantages: 
i) Systematic formulation of different design trade-offs. 

 - H∞ specifications are convenient to enforce robustness 
to model uncertainty (e.g. external disturbances, 
parametric uncertainties and neglected dynamics) and 
to take into account frequency-domain specifications. 

- H- specifications are useful for fault sensitivity 
requirements over specified frequency ranges. 

- H2  objectives allow us to take into account the 
stochastic nature of disturbances and measurement 
noises 

- H2g  specifications and regional filter poles assignment 
are convenient to tune the transient response and to 
enforce some minimum decay rate of the residuals. This 
feature becomes very important from a decision making 
point of view, as the residual is post-processed by a 

hypothesis-based test to make a final decision about the 
fault. 

ii) The residuals structuration matrices are jointly optimised 
with the dynamical part of the FDI filter. Their role is to 
merge optimally the available on-board measurement and 
control signals to build the fault indicating signal. 
iii) The control system can be included explicitly in the 
design. 
iv) The µg tool is used as FDD-oriented performance 
measure: similarly to the µ-analysis procedure that allows 
for checking the robust performance of any LTI control law, 
the µg tool can be used as a general FDD-oriented 
performance measure for LTI model-based fault diagnosis 
scheme. 

NOTATIONS: 
In dealing with vectors, the Euclidean norm is always used 
and is written without a subscript; for example x . 
Similarly in the matrix case, the induced vector norm is used 

)(AA σ=   where )(Aσ   denotes the maximum singular 
value of A. Signals, for example w(t) or  w, are assumed to 
be of bounded energy, and their norm is denoted by 

2
w , 

i.e. ∞<�
�
�

�
�
�= �

∞+

∞−

2
1

2

2
)( dttww . Linear models, for 

example, P(s) or simply P, are assumed to be in ∞RH , real 
rational functions with ( )( ) ∞<=

∞
ωσ

ω
jPP sup .  In 

accordance with the induced norm, the smallest gain of a 
transfer matrix P is defined according to 

( )( ) [ ]21,inf ωωωσ
ω

=Ω=
Ω∈−

jPP  , where ( )( )ωσ jP denotes the 

minimum non-zero singular value of the complex valued 
matrix ( )ωjP and [ ]21,ωω=Ω , the evaluated frequency 
range in which ( )( ) 0≠ωσ jP  . 
Referring to LPV systems, the worst-case RMS gain from 
input signal u to output signal uPy )(θ= , i.e. the H�-norm 
for LPV systems, is defined according to 

2

2

02

sup)(
u
y

P
u ≠
∀

∞
=

θ
θ . As explained in the previous sections, 

for LTI systems, 
∞

P is accompanied by the non-zero 
smallest gain of P, that is the H--index, which is the 
restriction of ))((inf ωσω jP  to a finite frequency 
domain Ω . This motivated (Grenaille et.al., 2008) to 

introduce the evaluation criteria 
e

e

u
sens u

y
P

e 0

inf)(
≠

∀
=

θ
θ where 

( ) 212
2
1 )(�Ω

= ωωπ djww e  is the restriction of 2w   to Ω . In 
the special case of dim(u)=1 and/or dim(y)=1, it has been 
shown in (Henry et al, 2009) that 

sens
P )(θ  is the 

generalization of −P  to LPV case and it follows the 
definition of the the H- norm for LPV systems 
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e

e

u
u

y
P

e 0

inf)(
≠

∀−
=

θ
θ . The interested reader can refer to 

(Grenaille et.al., 2008) and (Henry et al., 2009) for more 
details. 

Block diagrams are intensively used to represent 
interconnections of systems. For example, the structure 
shown in Figure 1 represents the equations 

uPvPwwv 1211, +=Δ= and uPvPy 2221 += .

Fig. 1: The interconnection structure of systems 

In terms of input u and output y, this can be expressed as a 
linear fractional representation (LFR)

( ) )()()()( susPssy ∗Δ= ,where ( ))()( sPs ∗Δ is the star 
product of matrices Δ and P defined according to : 
( ) ( ) )()()()()()()()( 2212

1
1121 sPsPssPIssPsPs +Δ−Δ=∗Δ − .

2. MODELS AND FAULT ASSUMPTIONS 

2.1.  Modelling the faulty system 

For a realistic representation of the faulty system, it is 
necessary to model the effects of various faults. According 
to (Isermann, 1997), faults can be classified as “additive 
faults” and “multiplicative faults”. In the proposed 
theoretical developments, it is necessary to have an additive 
representation of faults. An approximation of the fault 
model is used to “multiplicative fault” cases. This 
approximation makes sense as long as the (controlled) 
system keeps stability in faulty situations. The interested 
reader can refer to (Isermann, 1997) and (Frank, 2001) for a 
discussion of such an approximation. 

2.2.  Modelling the faulty system 

The H∞/H- method proposed in (Henry 2002, 2003, 2005, 
2008) is classified in model-based approaches. From this 
last facet, it is necessary to have a LTI or LPV 
representation of the monitored system. Some addition 
features about the type of faults, the measurement noises, 
…etc… can be used to find the best FDI filter for a given 
application. As mentioned in the introduction, the monitored 
system is controlled by a validated and certified control law. 
The control signal provided by this in place controller 
directly influences the FDI output. To avoid a deterioration 
of the FDI unit capability of detecting faults due to the 
feedback controller, a LTI or LPV representation of the 
regulator can be necessary. From applicability point of 
view, this last point allows to consider, e.g. gain-scheduling 
LTI controllers, nonlinear dynamic inversion based control 
laws, see for instance (Papageorgiou & Glover, 2005). 

3. THEORETICAL FOUNDATIONS 

3.1.  The H∞/H- design procedure 

3.1.1.  Problem setting 

Consider the following model in the LFR form placed in a 
feedback control loop (see Figure 2)  

( ) )()()(,
)(
)(
)(

)()()( sysKsu
su
sf
sd

sPssy =
�
�
�

�

�

�
�
�

�

�
∗Δ= (2) 

The system model consists in a nominal LTI (Linear Time 
Invariant) model P and a perturbation block 

1: ≤ΔΔ∈Δ
∞

acting on the nominal model. Δ  describes 
the set of all perturbations of a prescribed structure, i.e.  

( ){ }lk
c
jk

r
i jii

IIblockdiag Δ=Δ ,,δδ (3) 

where rk
r
i miI

i
...1, =δ , ck

r
j mjI

j
...1, =δ and Cl ml ...1, =Δ are 

known respectively as the "repeated real scalar" blocks, the 
"repeated complex scalar" blocks and the "full complex" 
blocks. It is assumed that all model perturbations are 
represented by Δ. Exogenous disturbances (including 
measurement noises) are denoted d and f is used to represent 
faults affecting the plant. The signals v and w are internal to 
the model. K denotes any LTI controller. 

Fig. 2: The FDI filter design problem 

Let f entering in ( )( )KP ∗∗Δ  be detectable faults and the 
residual vector r be defined according to eq. (1). The goal is 
to derive simultaneously My, Mu and the state space matrices 
of the dynamical filter L such that the residual vector r
meets the following specifications: 

(S.1)- 1γ<
∞rdT for all perturbations model  

1: ≤ΔΔ∈Δ
∞

, where Trd denotes the closed-loop 
transfer between r and d. 

(S.2)- 2γ>
−rfT over a specified frequency range � for 

all 1: ≤ΔΔ∈Δ
∞

 . Trf  denotes the closed-loop 
transfer between r and f, and � is the frequency range 
where the energy of the faults is likely to be 
concentrated.  

Δ

P y u 

w v 

Δ

P(s)
y 

u 

w v 

d 
f 

K(s)

yM

uM

+
+

)(sL

- 

r �

��

�
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The specification (S.1) represents the worst-case robustness 
of the residual to disturbances d for all specified model 
perturbations, in the H∞ norm sense. Under plant 
perturbation, the effect that the exogenous disturbances 
acting on the system have on the residual, can greatly 
increase. The fault detection performance may then be 
considerably degraded. A robust fault sensitivity 
specification is then needed to maintain a detection 
performance level of the FDI unit. Here the smallest gain of   
Trf is used to guarantee the worst-case sensitivity of the 
residual to faults (see specification (S.2)). It is clear that the 
smaller �1 and the bigger �2 are, the better the fault detection 
performances will be. 

3.1.2.  The quasi-standard setup 

Generally speaking, to achieve high FDI performances, 
model-based FDI schemes use disturbance, measurement 
noise and fault models into the design procedure. Here, such 
models are expressed in terms of shaping filters, i.e. of 
desired gain responses for the appropriate closed-loop 
transfers. The objectives are then turned into uniform 
bounds by means of the shaping filters.  To proceed, let Wd
and Wf be the (dynamical) shaping filters associated to the 
robustness and fault sensitivity objectives defined such that  

1γ≤
∞dW , 2γ≥

−fW (4) 

Assume that Wd and Wf are invertible (this can be done 
without loss of generality because it is always possible to 
add zeros in Wd(s) and Wf(s) to make them invertible). Thus, 
it is obvious that if the condition 

11 <
∞

−
drdWT 1: ≤ΔΔ∈Δ∀

∞
(5)

is satisfied, then the robustness design specification (S.1) 
yields.   
Now, we need the following proposition to transform the 
fault sensitivity specification (S.2) into a H∞ requirement.  

Lemma (Henry2005): Consider the shaping filter Wf
defined above. Let WF be a right invertible transfer matrix 

so that
−−

= Ff WW
λ
γ 2  and λ>

−FW where 21 γλ +=  . 

Define the signal r~  such that )()()()(~ sfsWsrsr F−=  , see 
figure 3 for easy reference.  

Then a sufficient condition for the fault sensitivity 
specification (S.2) to hold, is  

1~ <
∞frT 1: ≤ΔΔ∈Δ∀

∞
  (6) 

where frT~  denotes the transfer between r~ and f �

Using the above lemma, the H∞/H- filter design problem can 
be re-casted in a fictitious H∞ framework: Using linear 
fractional algebra and including dF WW ,,,1 λγ and K into the 
model P, one can derive from eq. (2) a new 
model ( )uy MMP ,~  depending of the residual structuration 
matrices My, Mu so that (see figure 3) 

( )( )( ) �
�
�

�
�
�
�

�
∗∗Δ=��

�

�
��
�

�

)(
)(

~
)(,,~)(

)(~
)(

sf
sdsLsMMPs

sr
sr

uy  (7) 

Then, by combining both the H∞ requirements eq. (5) and 
eq. (6) into a mixed single H∞ constraint, it follows that a 
sufficient condition for specifications (S.1) and (S.2) to hold 
is: 

1
~

1

<
∞

−

fr

drd

T
WT

1: ≤ΔΔ∈Δ∀
∞

(8)    

With eq. (7) and by virtue of the small gain theorem, it 
follows that a sufficient condition is: 

( ) 1,~ <∗
∞

LMMP uy (9)   

This equation seems to be similar to a standard H∞ equation. 
In fact, this is not the case since the 
transfer ( )uy MMP ,~ depends of My, Mu that are a part of the 
solution we are seeking. A solution may then consist in 
chosen heuristically them. However, there is no guarantee to 
the optimal solution. 

To solve this problem, a SDP (Semi Definite Programming) 
formulation is derived in (Henry, 2003, 2005) by means on 
the bounded real lemma (Boyd,94) and the projection 
lemma (Apkarian,94). 

3.1.3.   The SDP formulation 

Let DCBA ~,~,~,~ , the state space matrices of  ( )uy MMP ,~ , be 
partitioned in accordance with 

r~

Δ

P

��
�

�
��
�

�
u
y

ẑ

wv 

1−
dW +

-

)(sL

FW

d~

f

r Δ

P~

��
�

�
��
�

�
u
y

ẑ

w v 

)(sL

d~

f
r
r~

Fig 3 : The quasi standard setup 
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( )21
~~~ BBB = , �

�
�

�
�
�
�

�
=

2

1~
~~
C
CC , �

�
�

�
�
�
�

�
=

2221

1211 ~~
~~~
DD
DDD  (10) 

It can be verified that, by definition, 0~
2 =B  and 0~

22 =D
that outlines the fact that the filter operates in open loop 
with respect to the system.  

The following proposition solves the problem. A complete 
proof of this proposition can be found in (Henry & 
Zolghadri, 2005): 

Proposition (Henry & Zolghadri, 2005):  
Let   ( )⊥

= 212
~~ DCW . There exists a solution of  (9) if and 

only if there exist 1<γ , My, Mu and two symmetric matrices 
R, S solving the following SDP problem 

γmin   s.t. 

0
ˆ~

ˆˆ

~ˆ~~

111

111

11

<
��
�
�

�

�

��
�
�

�

�

−
−

+

IDB
DIRC
BCRARRA

TT

TT

γ
γ

0

0
0

0
~~

~~
~~~~

0
0

111

111

11

>��
�

�
��
�

�

<��
�

�
��
�

�

��
�
�

�

�

��
�
�

�

�

−
−

+

��
�

�
��
�

�

SI
IR

I
W

IDC
DISB
CBSSAAS

I
W TT

TT
T

γ
γ

(11)

Here 1Ĉ and 11D̂ denote the “ vq ” first rows of 1
~C and 

11
~D respectively. The filter L(s) is then computed from the 

optimal solution 1<γ , My, Mu and (R,S), see (Henry & 
Zolghadri, 2005) for the computational procedure. �

3.2.  Robust fault sensitivity performance 

We shall motivate this section by asking the following 
question: Because the conditions stated by eq (6) and eq. (8) 
(and therefore eq (9)) are only sufficient conditions, what is 
the degree of conservatism of the obtained solution (My, 
Mu,,L(s)) ? The FDI filter design method described in the 
previous section does not account for the structure of the 
model perturbation block Δ. This means that the solution 
(My,Mu,,L(s)) can be conservative in some cases. 
Furthermore, 1>γ  (see the inequality eq (11)) does not 
imply with certainty that the FDI filter does not meet the 
desired H∞ / H- specifications. �
To check if the required performances are achieved, the 
robust test based on the generalized structured singular 
value (denoted µg) proposed in (Henry et.al., 2001), (Henry 
et.al., 2002), (Henry et.al., 2003) can be used. 

3.2.1.  Definition of the µg function 

Robust stability, i.e. stability of all models in the model set 
( ))()( sPs ∗Δ , is analyzed with the µ-function. The real-
valued function µ is the inverse of the size of the smallest 
destabilizing perturbation Δ (Doyle et.al., 1982). 
Consequently, µ-analysis guarantees stability for 
perturbations up to 1/µ. In a µg-problem, the perturbation 
structure Δ is divided into two parts, say ΔJ and ΔK, so that   
ΔJ satisfies a maximum norm constraint and ΔK a minimum 
gain constraint (Henry et.al., 2002). The analogous stability 
result is that the system is stable for µg

1<Δ
∞J and 

for µg>Δ
∞K . 

To formalize, consider a block 
structure ( ){ }KJdiag ΔΔ=Δ , and a complex valued matrix 

��
�

�
��
�

�
=

KKKJ

JKJJ

NN
NN

N partitioned in accordance with 

( ){ }KJdiag ΔΔ=Δ , that satisfies the closed-loop equations 

��
�

�
��
�

�
=��

�

�
��
�

�
=Δ==

K

J

K

J

v
v

v
z
z

zzvNvz ,,, (12) 

The µg-function is a positive real-valued function of the 
matrix N and the specified block structure Δ defined 
according to: 

( )
	


	
�
�

	

	
�
�

∈∀≥
∈∀≤

=
=Δ Kkzv

Jjzv
N

jk

jj

v ,
,

:maxµg
1 γ

γ
γ (13) 

The µg function is defined in a domain dom(µg) given by: 

( ) 00µg =�∈ KKKK vvNiffdomN (14) 

which is equivalent to a nontrivial solution, i.e. the 
maximization part in the µg problem is finite. 

3.2.2.  Robust fault sensitivity performance analysis 

Consider the block diagram depicted in figure 2 and the 
shaping filters dW and fW  given by eq. (4). Including K,
My,Mu,,L and the shaping filters dW and fW  into the model 
P leads to the set up described by the block diagram shown 
in figure 4. d

~  is defined as in figure 3 and f
~  is a fictitious 

signal which is defined according to: 

)()()(
~ sfsWsf f= (15) 

Fig 4 : The generic structure of robust detection performance analysis 
problem. 

r 

Δ

N 

w v 

d~

f~
r

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

8



The filter performances analysis problem over the plant 
perturbations Δ∈Δ  is then a min-max gain problem over 
the specified frequency grid Ω . This problem can be 
formulated as: 

( )
( ) 1)(inf

1)(sup

~

~

>

<

Ω∈
ωσ

ωσ

ω

ω

jT

jT

fr

dr
  1: ≤ΔΔ∈Δ∀

∞
(16) 

where drT ~ and frT ~ denote respectively the closed loop 

transfer between r and d~ and r and f~ .The following 
theorem gives the solution of the robust fault sensitivity 
analysis problem.  

Theroem (Henry,2005):  Consider the model structure 
depicted in figure 4 and partition N according 

to ��
�

�
��
�

�
=

2221

1211

NN
NN

N , where 22N denotes the transfer 

between the signals r and f~ . Let ( ) 1)(µsup 11 <Δ ω
ω

jN where 

( ){ }ddiag ΔΔ=Δ ,  where ( ) )dim(
~

dim rd
d C ×∈Δ  is a fictitious 

plant perturbation block introduced to closed the loop 
between r and d~ , and let ( )µgdomN ∈ . Then a necessary 
and sufficient condition for eq. (16) to hold is: 

( ) 1)(µgsup ~ <Δ
Ω∈

ω
ω

jN (17)

The block structure Δ~ is defined according to 

( ){ }fdiag ΔΔ=Δ ,~ where )dim()
~

dim( rf
f C ×∈Δ is a fictitious 

uncertainty block introduced to close the loop between r and 
f~ . The condition ( ) 1)(µsup 11 <Δ ω

ω
jN  is equivalent to the 

maximum norm constraint in eq. (16) is satisfied over the 
block structure Δ which is equivalent to the robustness 
performance specification (S.1) yields 1: ≤ΔΔ∈Δ∀

∞
�

Because this theorem involves a necessary and sufficient 
condition which takes into account the structure of the 
model perturbations Δ, the robust sensitivity performance 
(i.e. the specification (S.2)) can be tested by calculating the 
µg function of N over the block structure Δ~ . Unfortunately, 
the exact calculation of µg is not currently available. As a 
result, it is necessary to develop computable bounds. 
Computationally inexpensive upper and lower bounds have 
been developed in (Morris, 1996). If the bounds are equal, 
then an exact value of µg has been found. An upper bound 
of µg can be formulated as a convex optimization problem, 
which results in checking a LMI feasibility. In (Newlin & 
Smith, 1998) it is shown that for three or fewer complex 
blocks in the Δ~ structure, the proposed LMI-based algorithm 
gives the exact solution. For more than three blocks, the 
authors state that it might be reasonably expected that the 
LMI upper bound is as accurate as the LMI upper bound for 
µ. In the standard µ case with more than three complex 
blocks, the gap between the upper bound and µ is typically 

only a few percent and is very rarely more than ten percent. 
A lower bound algorithm from the "Power Algorithm" 
family is also proposed in (Morris, 1996), which seeks to 
optimize ΔJ and ΔK explicitly. The algorithm is developed 
in a similar fashion to the power algorithm for µ. The 
authors have studied the convergence property of the 
algorithm and it appears that the lower bound generally 
converges when the Δ~  structure is restricted to complex full 
blocks. For structures involving more than two real blocks, 
the lower bound algorithm fails to converge. 

An important point regarding the robust fault sensitivity test 
given by eq. (17) is that the convergence of the upper bound 
is much more critical than the lower, as we are checking if 
µg (or any upper bound) is below 1 or not. 

3.3.  Discussion on fault isolation 

After a judgment "fault", fault isolation is required if one 
desires to gain deeper insight into the faulty situation. The 
aim is to provide the system operator with the fault location 
(i.e. sensors and/or actuators and/or components faults). One 
approach to fulfil the fault isolation task is to design a set of 
structured residuals. Each residual is designed to be 
sensitive to a subset of faults, whilst remaining robust to the 
remaining faults (which are treated like the disturbances d). 
The residual set which has required sensitivity to specific 
faults and insensitivity to other faults is known as the 
structured residual set (Chen & Patton, 1999). The design 
procedure consists of two steps. The first step is to specify 
the sensitivity and insensitivity relationships between 
residuals and faults according to the assigned isolation task, 
and the second is to design a set of FDI filters according to 
the desired sensitivity and insensitivity relationships. The 
advantage of this approach is that the diagnostic analysis is 
simplified to determining which of the residuals are affected 
by the faults (e.g. non-zero). The decision test may then be 
performed separately for each residual, yielding a Boolean 
decision table, and the isolation task can be fulfilled using 
this table. This is called as a dedicated residual set which is 
inspired by the DOS (Dedicated Observer Scheme) 
approach (Chen & Patton, 1999). From a practical point of 
view, even when this structured residual set can be 
designed, there is no design freedom left to achieve other 
desirable performances. This motivates the so called 
generalized residual set which is inspired by the GOS 
(Generalized Observer Scheme) approach. The method 
consists in designing the residual set to make each residual 
sensitive to all but one fault. The isolation task can again be 
performed using a Boolean decision table. Finally, an 
alternative way of achieving the isolability of faults is to 
design a directional residual vector which lies in a fixed and 
fault-specified direction (or subspace) in the residual space, 
in response to a particular fault. In this case, the fault 
isolation problem is one of determining which of the known 
fault signature directions the generated residual vector lies 
the closest to. Of course, to isolate faults reliably, each fault 
signature has to be uniquely related to one fault. 
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3.4.  Extension to LPV cases 

In recent years, linear parameter varying (LPV) methods 
have gained a great deal of interest, both in the robust 
control and diagnostic communities. LPV theory is 
advantageous because  

- it offers an efficient paradigm to model nonlinear 
systems with on-line measurable state depending 
parameters, 

- it provides stability and performance guarantee 
over wide range of changing parameters. 

The two commonly used approaches for designing fault 
detection and isolation schemes for LPV systems are i) the 
fault estimation approach and ii) the residual generation 
approach. Similarly to the LTI case, the fault estimation 
technique is convenient since the design problem can be 
formulated as a pure LPV H∞ filtering problem where the 
error between the fault estimates and the faults is minimized 
for all varying parameters. Residual generation is 
fundamentally different from fault estimation because it can 
not be formulated in a minimization problem. In a residual 
generation problem the residuals have to be simultaneously 
robust to unknown inputs and sensitive to faults. 

The purpose of the following is to describe a method for 
designing a structured residual generator for fault detection 
and isolation for LPV systems modelled in a LFR manner. 

3.4.1.  Problem formulation 

Consider the following LPV model in the LFR form, placed 
in a feedback control loop (see figure 5.a for easy reference) 

�
�
�

�

�

�
�
�

�

�
Θ=

u
f
d

PFy u ),( , Kyu = (18) 

d denotes the exogenous disturbances (including 
measurement noise) and f models the faults to be detected. K
is a LPV or LTI controller that is assumed to be known. P
denotes a known LTI model and Θ is a block diagonal time-
varying operator specifying how θ enters P, so that 

),,(
11 qkqk IIblockdiag θθ �=Θ (19) 

where 1>ik whenever the parameter θi  is repeated. It is 
assumed that all parameters θi(t) are measured in real time 

and bounded so that, without loss of generality, 
tti ∀≤ ,1)(θ 1≤Θ� ∞ .  

The FDI design problem we are interested in is formulated 
as follows:  

Let f entering in eq. (20) be detectable faults (the interesting 
reader can refer to (Saberi et.al., 2000) for a discussion on 
fault detectability) and consider the residual vector r 
defined by figure 5.a. The goal is to derive simultaneously 
My , Mu and the state space matrices of the LTI filter 
F:�(Θ)=Fl(F,Θ) defined according to 

( ) ��
�

�
��
�

�
+−��

�

�
��
�

�
= −

θθθ

θ
θ

θ FF

FF
FFF

F

F

DD
DD

BBAsI
C
C

sF
1

111
1

11 )()( (20) 

where �(Θ) is internally stable for all parameter 
trajectories )(tθ , that solve the following optimisation 
problem (see figure5.b for an illustration): 

1

1,,

)(..

min

γθ

γ

<∞→rd

FMM

Tts
yy and

2

2,,

)(..

max

γθ

γ

>−→rf

FMM

Tts
yy (21)

)(θrdT → and )(θrfT → denote the LPV transfers between d 
and r, and f and r respectively. 1γ and 2γ  are two positive 
constants. θ  playing the role of a scheduling variable, 
�(Θ)=Fl(F,Θ) gives the rule for updating the FDI filter 
state-space matrices (20) based on the measurements of θ .  

In this formulation, ∞→ )(θrdT  and −→ )(θrfT  denote 

respectively the H∞ and the H- norms for LPV systems, see 
the notation section. These norms are used to specify the 
robustness objectives and the fault sensitivity requirements, 
respectively. The performance index 1γ  guarantees a 
minimum nuisances attenuation H∞ gain, whereas the 
performance index 2γ  guarantees a maximum faults 
amplification H- gain.  
This problem could also be interpreted as a multiobjective 
optimisation problem whereby the choice of 1γ  and 2γ is 
guided by the Pareto optimal points. However, in practice, 

Fig. 5: (a) FDI filter design problem, (b) LPV filter structure, (c) “Quasi-standard” structure 
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1γ  and 2γ are better considered as parameters to be selected 
by the designer since finding "optimal" values is highly 
related to the system under consideration. 

Remark : It should be outlined that a great advantage of the 
considered formulation is that the controller K can either be 
a LTI controller, or a LPV controller. This allows to 
consider, e.g. gain-scheduling LTI controllers, nonlinear 
dynamic inversion based control laws, see for instance 
(Papageorgiou & Glover, 2005). However, in some cases, it 
may be difficult to assess to a such model. To overcome this 
problem, the solution consists in considering eq. (18) in 
open loop, i.e. the controller K is removed and the 
controlled signal u is considered in the same manner than 
the exogenous signals d. Note that in this case, ),( ΘPFu

must be internally stable for all parameter trajectories 
)(tθ . 

Remark : In the above problem definition, it is assumed that 
the residual structuring matrices uy MM , do not depend on θ. 
This assumption will be justified later, see section 3.4.3.

3.4.2.  Solution to the problem 

�  The standard setup 

To solve the problem, we proceed very similarly (thanks to 
the LFR paradigm and the definition of the H- norm) to the 
LTI case. The design objectives are formulated in terms of 
desired gain responses for the appropriate closed-loop 
transfers.  

To proceed let 1: γ≤∞dd WW  and 2: γ≤−ff WW  be the 

shaping filters associated to )(θrdT →  and )(θrfT →

respectively. It is assumed that dW  is invertible (this can be 
done without loss of generality since it is always possible to 
add zeros in dW  to make it invertible). Then, there exists a 
solution to the H∞ specification in eq. (21) iff: 

1
1)(:,, ~ <∃ ∞→ θrduy TFMM   (22) 

where d~  is a fictitious signal generating d through 1−
dW .  

The following lemma allows the H- constraint in eq. (21) to 
be formulated in terms of a fictitious H� one. 

Lemma (Henry et al, 2009): Let fW  be an invertible LTI 

transfer matrix defined such that −−≤ Ff WW λγ /2 $|| 

and λ>−FW  where 21 γλ += . Define the (fictitious) 
signal r~  such that fWrr F−=~ . Then a sufficient 
condition for the H- constraint in eq. (21) to hold is  

1)(:,, ~ <∃ ∞→ θrfuy TFMM (23) 

�

Following the above developments, the design problem can 
be re-casted in a framework which looks like a standard H�
problem for LPV systems, by combining both requirements 

eq. (22) and eq. (23) into a single constraint: A sufficient 
condition for My,Mu and F to solve the problem is  

( ) ( ) 1)(~~ <
∞→

θTTTTTT rrfd
T (24)

where ( ) ( ) )(~~ θTTTTTT rrfd
T

→
denotes the transfer between 

TTT fd )
~

(  and TTT rr )~( . 
This equation shows that the original LPV problem can be 
viewed as a gain-scheduling H� performance problem, 
where the time varying parameters θ  enter both the plant 
and the filter F, see figure 5.b. 
  
Now, let us introduce the following augmented plant 

�
�
�

�

�

�
�
�

�

�
=

00
0),(0

00
),(~

I
MMP

I
MMP uyuy (25)  

where ),( uy MMP  is a LTI transfer that is deduced from P, 
K, Wd, WF, My and Mu using some linear algebra 
manipulations (the mathematical details about these 
manipulations are omitted here for clarity). Then, it can be 
verified that the closed-loop mapping from exogenous 
inputs TTT fd )

~
(  to output signals TTT rr )~(  can be 

expressed according to: 

( ) �
�
�

�
�
�
�

�
�
�
�

�
�
�
�

�
��
�

�
��
�

�
Θ

Θ
=��

�

�
��
�

�

f
dFMMPFF

r
r

uylu

~

0
0

,),,(~
~ (26)  

This expression amounts to redrawing the diagram 
illustrated in figure 5.b as in figure 5.c. It follows with eq. 
(24) that a sufficient condition for My, Mu and F to solve 
problem 1 is: 

( ) 1
0

0
,),,(~ <�

�
�

�
�
�
�

�
��
�

�
��
�

�
Θ

Θ

∞

FMMPFF uylu (27)

Thus, the FDI filter design problem can be viewed as a 
standard LPV H� performance problem for the LTI plant 

),(~
uy MMP  in the face of the norm-bounded block-

repeated uncertainty ��
�

�
��
�

�
Θ

Θ
0

0
. In fact, this is not the case 

since the transfer ),(~
uy MMP  depends on My and Mu that 

are unknown. However, sufficient conditions for solvability 
can be provided by means of the small gain theory using 
adequate commutable scaling matrices. This will be done in 
the next paragraph. 

�  The SDP formulation 

Let the state-space realization of ),( uy MMP  be given 
according to  
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�
�
�

�

�

�
�
�

�

�
+−

�
�
�

�

�

�
�
�

�

�
= −

22212

12111

21

21
1

2

1 )()(),(
DDD
DDD
DDD

BBBAsI
C
C
C

MMP uy

θ

θ

θθθθ

θ

θ

(28)

where the partitioning is conformable to the setup illustrated 
in figure 5.b. The problem dimensions are as follows 

FF nn
F

mpmpqqnn ADDDA ××××× ℜ∈ℜ∈ℜ∈ℜ∈ℜ∈ ,,,, 2211
2211θθ

(29)

It can be verified that, by construction: 
- B2, D�2, D22 are null matrices. This shows that the 

FDI filter does not affect neither the state, nor the 
measurements of the system, i.e. the FDI filter 
operates (obviously) in open loop with regards to 
the system; 

- C1, D1�, D11 depend on My, Mu that are the "static" 
part of the solution we are looking for; 

- )dim(),dim(2),dim()
~

dim( 211 rmrpfdm ==+=
and )dim()dim(2 uyp += . 

Furthermore, we assume that D11 is a square matrix. This 
can be always fulfilled by augmenting the problem with 
columns/rows of zeros. 

Now, let � denote the structure set associated with �
defined by eq. (19) and L� be the set of commutable scaling 
matrices defined so that  

{ } qqLLLL ×
Δ ℜ⊂Δ∈Θ∀Θ=Θ>= ,:0 (30) 

The following theorem allows to formulate the design 
problem in terms of a SDP optimisation one. The proof can 
be found in (Henry et.al., 2009): 

Theorem (Henry et.al., 2009): Consider Δ , ΔL  and the 

state-space realization of ),( uy MMP  defined above. Let 
⊥= )( 2122 DDCW θ  and consider any matrix 

22 mmX ×ℜ∈ . The H� requirement eq. (27) is satisfied and 
)(θ�  is of full-order and internally stable for all parameter 

trajectories )(tθ , if there exist 1<γ
22),( pm

uy MMM ×ℜ∈= and pairs of symmetric positive 

definite matrices nnSR ×ℜ∈),(  and Δ∈ LJL ),( 33  solving 
the following SDP problem: 

γmin subject to: 

0

0
0

),2(0
0

1111

31333

11311

133

131

<

��
�
�
�
�
�

�

�

��
�
�
�
�
�

�

�

−
−

−
−

+

IHDDB
JHDJDJBJ

HDJHDIXXdiagRHC
DJDJRC
BJBHRCRCRAAR

TTTT

TTTT
j

T

TTTT

γ

γ

θ

θθθθ

θ

θθθθ

θθ

(31)
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(32)

0,0
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3 ≥��
�

�
��
�

�
≥��

�

�
��
�

�
JI
IL

SI
IR

(33)

[ ]( ) nnIXXdiagH Fj
TT =−= ,, (34)

where "j" denotes the number of added rows to make D11
square.  �

Remark: Coming back to the statement of the above 
theorem, it can be noted that X is a user-defined matrix. It is 
shown in (Henry et al, 2009) that the choice of X is only 
guided by numerical aspects. 

3.4.3.  The case of parameter-dependent residual 
  structuring matrices 

Consider now the case of parameter-dependent residual 
structuring matrices defined so that: 

( ) ( )

��
�

�
��
�

�
=

−+=

)(
)(

),()(ˆ

)()()()(

su
sy

sFsz

szsuMsyMsr uy

θ

θθ
  (35) 

Our aim is to derive simultaneously My(θ), Mu(θ) and the 
state space matrices of the LTI filter F defined by (20), that 
solve the optimisation problem defined by equations (21). A 
particularity of this formulation is that the time varying 
parameters enter now both the structuring matrices and the 
filter �(Θ)=Fl(F,Θ).  
To apprehend this problem with the small gain theory, we 
must first gather all parameter-dependent components into a 
single uncertainty block. To proceed, let M(θ)=( My(θ)  
Mu(θ) ) be put into a LFR-form so that: 

M(θ)=Fl(M,Θ): ��
�

�
��
�

�
=

θθθ

θ

MM
MM

M
1

111 (36) 

θ playing the role of a scheduling variable, this equation 
gives the rule for updating My(θ) and Mu(θ) based on the 
measurements of θ. 

Following the same developments than those presented in 
section 3.4.2, it can be verified that a sufficient condition for 
M and  F to solve the FDI filter design problem is 

( ) 1,),(~ <
�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

�
�
�

�

�

Θ
Θ

Θ

∞

FMPFF lu (37) 
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This equation shows that the original problem can be 
viewed as a gain-scheduling H∞ performance problem in the 
face of the norm-bounded block-repeated uncertainty 

�
�
�

�

�

�
�
�

�

�

Θ
Θ

Θ
. Clearly, the dimension of this new set is 

bigger than those defined for constant residual structuring 
matrices and, by virtue of the small gain theory, this may 
drive to more conservative solutions than those presented in 
section 3.4.2. Thus, it is preferred constant residual 
structuring matrices at this stage. 

4. EXAMPLES OF APPLICATIONS 

4.1.1. The Microscope satellite (LTI context) 

Microscope is a spine satellite due to be launched on a 
circular, quasi-polar, sun-synchronous orbit at an altitude of 
700km with ascending and descending nodes at 6:00 and 
18:00, respectively, see figure 6 for an illustration 
performed by the CNES-France.  

Figure 6: The Microscope satellite 

To control its trajectory, Microscope uses the coupling of 
six ultra-sensitive accelerometer sensors, a stellar sensor and 
a very precise electric propulsion system composed by 
twelve Field Emission Electric Propulsion (FEEP) thrusters.  
The mission can be in danger if a FEEP thrusters fault 
occurs, since the satellite may not compensate for non-
gravitational disturbances which are indispensable prior 
conditions for its mission: testing the Equivalence Principle. 

To overcome this problem, a FDI scheme that consists of a 
bank of 12 H∞/H- residual generators is proposed in (Henry, 
2008). The design is done so that the sensitivity level of the 
ith residual with respect to the ith FEEP thruster fault fi is 
maximised in the H- norm sense, whilst guaranteeing 
robustness against measurement noises and spatial 
disturbances in the H∞ norm sense. 
Figure 7 illustrates the behaviour of the residuals ri(t), 
i=1…12, the behaviour of the decision test and the isolation 
criteria, for some faulty situations. The (nonlinear) 
simulations were done using the Microscope simulator 
provided by the CNES-France. As can be seen in the 
figures, after a small transient behaviour, all faults are 
successfully detected and isolated by the FDI unit. 

4.1.2 The HL-20 Re-entry Launched Vehicle (LTI 
context) 

The HL-20 Re-entry Launched Vehicle (RLV) (see figure 8) 
was defined as a component of the Personnel Launch 
System (PLS) mission. This has initially been designed to 
support several manned-space missions including the orbital 
rescue of astronauts, the International Space Station (ISS) 
crew exchange and some satellite repair missions. 

Figure 7: Fault-free and faulty residuals with the decision test (left) and the isolation criteria (right)

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

13



Figure 8: The HL-20 vehicle  

A typical atmospheric re-entry for a medium or high L/D 
vehicle consists of performing three successive flight 
phases, namely the Hypersonic phase from about 120 km 
high down to TAEM (Terminal Area Energy Management) 
handover, the TAEM phase from Mach 2 gate down to 
Mach 0.5 gate and the auto-landing phase from Mach 0.5 
gate down to the wheel stop on the runway. After having 
achieved the hypersonic path, the vehicle initiates the 
TAEM phase characterized by an entry point called TEP 
(Terminal Exit Point), typically defined when crossing 
Mach 2 gate, and an exit point called NEP (Nominal Exit 
Point) which is defined in terms of altitude, velocity and 
distance to the runway. Finally, the landing path is defined 
in terms of desired altitude from the runaway threshold and 
is composed of three successive sections, i.e. a steep outer 
glideslope, a parabolic pullup manoeuvre and a shallow 
inner glideslope. 

The work presented in (Falcoz et.al., 2007, 2008) focuses on 
any type of faults in the wing flap actuators during the 
landing phase. The strategy proposed by the authors consists 
of a bank of two H∞/H- fault detection filters that are 
designed so that a given filter is made robust against 
measurement noise, winds turbulence, guidance reference 
signals and faults in a given wing flap actuator, whilst 
remaining sensitive to all faults in the other wing flap 
actuator.  For the purpose of estimating the position of the 
faulty control surfaces, the nonlinear EKF method presented 
in (Falcoz et.al., 2007, 2008) is used.  
Figure 9 illustrates the results for some nonlinear 
simulations coming from a medium fidelity Matlab 
simulator in the presence of wind and atmospheric 
turbulences. A monte carlo campaign reveals that the faults 
are successfully detected, isolated and estimated by the FDI 
unit. 

4.1.3 Academic example (LPV context) 

To illustrate the potential of the proposed LPV approach, an 
illustrative example of academic nature is considered. 
Consider the following system 


�
�

+=
++=

nxCy
fKuBxAx

G
o

oo 1)(
:)(

δ
θ

�
(38) 

Figure 9: A monte carlo campaign for fault detection and isolation in left and right wing flaps of the HL20 RLV 
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3,2,1),( =itiδ  are assumed to vary in the following bounds 
4)(2,1)(2,8)(5 321 ≤≤−≤≤−≤≤ ttt δδδ

with arbitrary time variations. It is assumed that the system 
operates in a feedback control loop so that the closed loop is 
internally stable for all parameter trajectories )(tθ  (a LQ-
based controller was computed for this purpose). 
Following the developments presented in sections 3.4, the 
system is put into a LFR form according to the setup 
illustrated in figure 5.a. This boils down to the block 
diagonal time-varying operator Θ  defined according to 

),,( 321 θθθdiag=Θ  which has been normalized so that 
3,2,1,1 =≤ iiθ . The method presented in sections 3.4 is 

then used to derive My, Mu, )(θ�  and the residual r(t) is 
computed. The shaping filters Wd and Wf that allow to 
specify the robustness and the sensitivity objectives, have 
been fixed according to: 

s
WI

s
sW fd 21

11.0,
101

10110 2

2

+
=

+
+=

−

(40) 

By this choice, it is required an attenuation factor of, at 
least, 40dB of n(t) on the residual in the frequency range 
[100,+�[ rd/s, and an amplification factor of, at least, -20dB
of f(t) on r(t) in low frequencies. 
To analyse the computed solution, the principal gains 

( ))( ωσ jT rd →  and ( ))( ωσ jT rf →  are plotted versus the 

required objectives )( ωjWd  and )( ωjW f  for some 

arbitrary fixed values of 3,2,1),( =itiθ , see figure 10. 
Despite these plots only offers necessary conditions since 
the time-varying aspect of 3,2,1),( =itiθ  is not considered, 
it can be argued that the required objectives are met since 

( ))( ωσ jT rd → < )( ωjWd  and ( ))( ωσ jT rf →  > 

Ω∈∀ωω ,)( jW f  for all fixed 3,2,1),( =itiθ . Note that, by 
virtue of the theorem in section 3.4.2, we know that it still 
yields for all 3,2,1),( =itiθ , since the optimal value of γ  is 
found to be 98.0≈ . 

The behaviour of r(t) is illustrated in figure 11. Chirp 
signals 0-1KHz have been considered for the simulation 
of 3,2,1),( =itiδ . For the purpose of the fault simulation, a 
step of magnitude "1" is considered between 

sts 10050 ≤≤ . As it can be seen, the design objectives are 
met, leading to the detection of the fault despite the 
variations of 3,2,1),( =itiδ . 

Figure 11. Behaviour of the residuals 

5. CONCLUDING REMARKS 

To summarize, the technique investigated in this paper can 
be seen as a nice and practically relevant framework in 
which various design goals and trades-off are formulated 
and managed. The optimization problem is then solved by 
numerically powerful LMI-based techniques. The output of 
the design is a filter for Fault Detection, or a bank of filters 
for Fault Detection and Isolation. The approach has been 
developed by the authors at IMS-LAPS, Bordeaux. The 
developed techniques have been successfully applied to a 
number of applications, see http://extranet.ims-
bordeaux.fr/aria.
A last section is devoted to FDD based on LPV models in 
order to take into account wider and more rapid parameters 
variations. LPV models can be used efficiently to represent 
some nonlinear systems. Robustness against exogenous 
disturbances and sensitivity against faults are considered in 
a framework similar to the  H�/H− setting for LTI systems  

Figure 10. Performance vs objectives / LPV FDI scheme 
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as described previously. The main difference between this 
problem and the standard H� problem for LPV systems is 
that it involves the residual structuring matrices that are a 
priori unknown. 
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Design and Evaluation of Recon…guration-based
Fault Tolerance using the Lattice of System

Con…gurations¤.

M. Staroswiecki
SATIE, ENS Cachan, USTL, CNRS, UniverSud

61 avenue du Président Wilson
94235 Cachan Cedex, France

Abstract

This paper addresses recon…guration-based fault tolerance under ac-
tuator faults. For this problem, the set of possible system con…gurations
is a lattice. Based on the concept of bottom-up monotonous property,
extensive controls are de…ned, and their design is characterized. The
combination of a small number of extensive controls is shown to de…ne a
fault tolerance scheme that mixes the passive and active approaches (the
PACT scheme) and recovers from all recoverable faults, while minimizing
the reliability overcost.
Keywords : Fault tolerant control, actuator outages, LQ problem

1 Introduction

Fault tolerant control (FTC) aims at guaranteeing stability and performance (at
least in a degraded sense) under system component faults. The faults considered
in this paper are actuator outages, or any actuator fault under the recon…gura-
tion strategy, i.e. when faulty actuators are switched-o¤ (which is assumed to
be possible). Therefore, the set of all system con…gurations to be considered is
a lattice. Whatever the ob jective to be achieved (stability [6], [8], [21], tracking
[7], [22], optimal control [14], [15], [23], [24], robustness and disturbance at-
tenuation [26], [27]), the control law associated with each con…guration can be
developed o¤-line and implemented in a bank of control laws. Switching from
an impaired control law to the correct one only needs the fault to be detected
and isolated, avoiding the on-line fault estimation and control re-design steps
[9], [12], [14].

¤This work has been carried out in the SIRASAS project (Strategies Innovantes et Ro-
bustes pour l’Autonomie des Systemes Aeronautiques et Spatiaux) founded by the FRAE
(Fonds pour la Recherche dans l’Aeronautique et l’Espace).
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Designing the FT control involves passive or active schemes. In passive fault
tolerance (PFT) a single controller that guarantees stability and performance
whatever the fault is designed. This is a simple approach, whose feasibility can
be proven in speci…c cases [21], [23], [24], but most often, only su¢cient exis-
tence conditions are available, e.g. in terms of a matrix inequality solvability
problem [6], [7]. Moreover, PFT induces a reliability overcost, hence the interest
of reducing its conservativeness [20]. On the contrary, in active fault tolerance
(AFT), a control law dedicated to each fault is designed. Stability and per-
formance are therefore guaranteed for each fault, provided it is recoverable, a
concept that has motivated relatively few works [16], [25].

Combining the advantages of PFT and AFT is an appealing idea. In a re-
cent work, a sequential combination was used to avoid instability during the
Detection/Recovery transient [26]. In the present paper a parallel combina-
tion, namely the PACT (PAssive / ACTive) approach, where several controllers
(AFT), each of them dedicated to a subset of recoverable faults (PFT), is de-
signed. For the PACT scheme, FT stability and FT quadratic performances
were studied in [17] and [18], based on the reliable control (RC) idea from [23]
and [24]. This paper extends the results in [17], [18] and proposes a design
algorithm to minimize the reliability overcost.

Evaluating the performance of the obtained scheme and of each system com-
ponent from the FT point of view is important in applications. However, few
works deal with this problem: di¤erent FT evaluations, based on ad hoc con-
cepts, were addressed in [25], [3], [16] while in [2] sensors were classi…ed into
useless, useful and essential. In this paper, the lattice of system con…gurations,
enriched with reliability data, is shown to provide a sound basis for the evalua-
tion of FT performance.

It is organized as follows : the system is described in Section 2, and the
lattice of system con…gurations is introduced as the result of considering the
recon…guration strategy. Section 3 presents the design of a PACT bank and
its associated decision procedure, while Section 4 addresses the design trade-o¤
associated with the reliability overcost. Fault Tolerance evaluation is devel-
opped in Section 5, and an example illustrates the approach in Section 6. Some
concluding remarks are …nally given.

2 System description

2.1 Nominal and faulty systems

Consider a LTI system equipped with a set of m actuators, s0 , fα1, α2, ..αmg .
Its nominal operation is described by the state equations

_x = Ax +B0u (1)

where x 2 Rn is the state, u 2 Rm is the control, and A,B0 are constant
matrices of appropriate dimensions.

2

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

18



Remark 1 Disturbances are not considered in (1) for the sake of simplicity. In-
troducing disturbances and disturbance related speci…cations is straightforward,
using e.g. the disturbance characterization as in [11].

We are interested in actuator faults and system recon…guration. System
recon…guration (SR) is based on a mechanism that switches-o¤ the faulty actu-
ators, whatever the fault [1], therefore, it does not require any fault model to
be identi…ed on-line. Let si ½ s0, i = 1, ...2m ¡ 1 be a proper subset of s0, the
situation in which actuators in s0nsi are faulty is abbreviated as fault i (remark
that single as well as multiple faults are considered). In that case, the system
model is

_x = Ax +Biu (2)

where Bi = B0§i, §i = diag fσi (k) , k = 1, ...mg and σi (k) is a set membership
function, σi (k) = 1 if actuator αk belongs to si , and σi (k) = 0 otherwise.

Remark 2 Partition the control signals into û (si) - those associated with the
actuators in si - and ·u (si) - those associated with actuators in s0nsi . Note that
·u (si) has no e¤ect on the solutions of (2) since the associated columns of matrix
Bi are zero.

2.2 Performance requirement

De…ne the set of system con…gurations S = fsi : si μ s0, i 2 Ig where I =©
0, 1, ..2m¡1

ª
. s0 is the nominal con…guration, and si ½ s0 is the one that

is used under fault i. Let Sstab be the subset of con…gurations such that (A,Bi)
is stabilizable (we obviously assume that Sstab contains at least the nominal
con…guration s0).

Let Q = CTC ¸ 0 and R0 = diag frk , k = 1, ..mg > 0 be given, such that
(C,A) is detectable. For a con…guration si μ s0, si 2 Sstab, let Ri be obtained
from R0 by zeroing all rows and columns associated with the faulty actuators
in s0nsi. Let u = Kx be a state feedback that stabilizes the closed-loop matrix
Fi , A + BiK. The performance of con…guration si under the state feedback
K is evaluated by the cost

Ji(x0, K) ,
1Z
0

£
xTQx + uTRiu

¤
dt (3)

which is well known to be Ji(x0, K) = xT0Wix0 where Wi = WT
i > 0 satis…es

the Lyapunov equation

Q +KTRiK + WiFi + F
T
i Wi = 0 (4)

De…nition 3 A state feedback K is admissible for con…guration si 2 Sstab if
8x0 2 Rn : J0(x0, K) · xT0Nx0 (5)

where N = NT > 0 is a given speci…cation.
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Remark 4 From the partition of u into û (si) and ·u (si) one gets a partition
of the rows of K into K̂ (si) and ·K (si) . Since ·u (si) has no in‡uence on the
trajectories of the system (A,Bi) it follows thatWi does not depend on the values
in ·K (si) .

Assessing whether a given state feedback K is admissible for a con…guration
si can be done thanks to the following lemma.

Lemma 5 The state feedback K is admissible for con…guration si μ s0 if and
only if there exists a matrix W = WT > 0 such that

W · N (6)

Q+K TRiK +WT Fi + F
T
i W · 0

Proof. Necessity is evident, because Fi must be Hurwitz and the cost matrix
W associated with the stabilizing feedback K satis…es (4) and (5). Su¢ciency
follows from the fact that under (6) xTWx is a Lyapunov function for the system
_x = Fix, and the cost satis…es

Ji(x0, K) · xT0 Wx0 · xT0Nx0

Remark 6 Considering state-feedbacks assumes that the state is measured, or
reconstructed from sensors. When reconstructed, a convergence delay obviously
exists after the occurrence of a fault (the observer uses the pre-fault model as
long as the fault is not detected and isolated, while the system behaves according
to the post-fault model). The e¤ect of such mismatches are considered small
enough to be neglected (all the more as only fault detection and isolation is
necessary in the SR strategy, excluding the need for fault estimation and control
accommodation).

2.3 The set of recoverable con…gurations

Note that some con…gurations may be such that whatever the state feedback
K 2 Rm£n the feasibility problem (6) has no solution, hence the following
de…nition.

De…nition 7 Con…guration si μ s0 is recoverable by a state feedback control
(SF-recoverable) if there exists a pair (K,W ) such that (6) holds.

Remark 8 SF-recoverability is a structural property, i.e. it only depends on the
fault (i.e. on the con…guration si that is analyzed), not of the control law that
is used. Let Srecov be the subset of recoverable con…gurations, one obviously has
Srecov μ Sstab. A con…guration si 2 Srecov may be recovered by some feedback
law, and not recovered by another one. On the contrary, there is no control
law that can recover a con…guration si /2 Srecov . When a non recoverable fault
occurs, objective recon…guration must be considered [1].
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Determining the set Srecov is a basic problem, whose solution is given by the
following Lemma.

Lemma 9 Given the speci…cation N, a con…guration si μ s0 is SF-recoverable
if and only if si 2 Sstab and W ¤

i · N whereW ¤
i is the unique stabilizing solution

of the Riccati equation ATW ¤
i +W

¤
i A ¡W ¤

i βiW
¤
i +Q = 0 and βi = BiR

¡1
0 BT

i .
Proof. The stabilizability of si is obviously necessary. The system (A,Bi)

controlled by u = Kx has exactly the same response as the system
³
A, B̂i

´
controlled by û (si) = K̂ (si)x. Let R̂i be obtained from R0 by deleting all rows
and columns associated with faulty actuators (note that R̂ i 6= Ri: in Ri the rows
and columns associated with faulty actuators were zeroed). Then R̂¡1i exists,
and one has βi = B̂iR̂

¡1
i B̂Ti . It follows that W

¤
i is the minimal cost associated

with the optimal control of con…guration si hence the result.

2.4 The lattice of system con…gurations
Because set inclusion is a partial order relation, the set of con…gurations is a
lattice, noted L (S,μ) , meaning that every pair (s1, s2) 2 S2 has a minimal
element (s1 \ s2) and a maximal element (s1 [ s2) [10].

De…nition 10 The predecessors P(s) and the successors S(s) of a con…guration
s 2 S are de…ned by

P(s) = fsi , i 2 I : si ¶ sg
S(s) = fsi , i 2 I : s μ sig

Note that a con…guration s belongs both to P(s) and S(s).

De…nition 11 A property is bottom-up monotonous (bum) on a lattice L (S,μ)
if the fact that it is satis…ed for one con…guration implies that it is satis…ed for
all its predecessors.

De…nition 12 Let SP be the set of con…gurations that satisfy some property P .
A minimal con…guration for P is a con…guration sm 2 SP such that S (sm) \
SP = fsmg.

Lemma 13 Let m (SP ) be the set of minimal con…gurations for P. If the prop-
erty P is bum on L (S,μ) then it holds that

SP =
[

sm2m(SP)
P (sm) (7)

Proof. From the fact that P is bum, it follows that 8sm 2 m (SP ) , P (sm) μ
SP. Conversely, let s 2 SP , then either s 2 m (SP ) or 9sm 2 S (s) : sm 2
m (SP ) .
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Remark 14 Stabilizability is bum on L (S,μ). Indeed, one obviously has
8s1 2 Sstab, 8s2 2 P (s1) : s2 2 Sstab

Lemma 15 SF-recoverability is bum on L (S,μ).
Proof. Let si 2 Srecov . Any con…guration sj 2 P (si) is such that W ¤

j · W ¤
i

because the set of non zero columns in Bj includes the set of non-zero columns
in Bi.

From the characterization of bum properties (7), it follows that Sstab and
Srecov are completely de…ned by the knowledge of m (Sstab) and m (Srecov ) the
sets of minimal stabilisable and minimal recoverable con…gurations (mSC and
mRC).

3 Fault tolerance design

3.1 De…nitions

(1) The span of an admissible state feedback u = Kx is the subset Srecov (K) μ
Srecov of con…gurations that it recovers (i.e. for which it is admissible).

(2) Let K1 and K2 be two admissible state feedbacks. K1 dominates K2

(K1 º K2) if Srecov (K2) μ Srecov (K1) .
(3) Let K = fKi , i = 1, ..qg be a bank of admissible state feedbacks, and let

Sspecif μ Srecov be given. The bank is complete over a given set of con…gurations
Sspecif (abbreviated into "complete") if

Sspecif μ
[

i=1,..q

Srecov (Ki) (8)

meaning that any con…guration in the speci…ed subset Sspecif is recovered by
at least one state feedback in K .

(4) A complete bank K is minimal if no proper subset of K is complete (i.e.
it contains no dominated state feedback).

Remark 16 In passive fault tolerance (PFT), the same control law K0 is used
in the nominal and in the faulty cases, henceK = fK0g and Sspecif μ Srecov (K0) .
Obviously, there may be no solution K0 for some Sspecif . In active fault tol-
erance (AFT), a solution Kl exists for each recoverable con…guration, hence
K = fKi, i = 1, .. jSspecif jg. The passive / active (PACT) intermediate case is
associated with K = fKi , i = 1, ..qg where q < jSspecif j and (8) holds true.

3.2 Problem setting
Given the system (A,B0), an admissible performance speci…cation N, and a
set of con…gurations Sspecif μ Srecover to be recovered, the Linear Quadratic
Recon…guration-based Fault Tolerance design problem is to …nd a bank of ad-
missible control laws that is complete over Sspecif . Since there may exist several
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control laws that recover a given con…guration, the problem also includes the
design of a decision procedure to select the one to be applied when con…guration
si occurs.

3.3 The design of a complete bank
The simplest algorithm for the design of a complete bank is as follows :

Algorithm 1.
(1) For every con…guration si 2 Sspecif
(2) Design a state feedback Ki that recovers con…guration si .
Note that in (2), any state feedback that results in an admissible performance

can be chosen. Obviously, selecting an optimal state feedback K¤
i associated

with each con…guration si results in the optimal performance when this con…g-
uration occurs. Since the nominal con…guration and each faulty con…guration
are recovered by a speci…c control law, the obtained complete bank implements
AFT, at the cost of having jKj = jSspecif j (unless there exists several con…gu-
rations that have identical optimal solutions). Note that a complete bank with
less control laws is obtained by discarding the dominated state feedbacks K ¤

i (if
such state feedbacks exist).

In the sequel, we use the fact that SF-recoverability is bum to design a
complete bank that contains at most jm (Sspecif )j control laws.

3.4 Bottom-up monotonicity and complete banks

De…nition 17 A state feedback K is bum-extensive over a con…guration si 2
Srecov if its span includes P (si) .

Remark 18 K being bum-extensive over si means that it is a reliable control in
the sense de…ned by [23], [24], namely it recovers any con…guration that includes
si (i.e. such that the subset of faulty actuators is included in s0nsi).

The interest of bum-extensivity is shown by the following lemma.

Lemma 19 Let K be a bank such that, for any con…guration in m (Sspecif),
there is a state feedback that is bum-extensive over it. Then it is complete.
Proof. For any con…guration in m (Sspecif ), there is a state feedback in K
that recovers from the faults associated with all its predecessors. K is complete
because SF-recoverability is a bum property and therefore Sspecif is the union of
the predecessors of its minimal elements.

3.5 Design of a PACT bank
From the previous lemma, a complete bank can be obtained by designing a bum-
extensive control Km associated with each con…guration sm 2m (Sspecif ) . The
design algorithm becomes:

Algorithm 2.
(1) For every minimal con…guration sm 2m (Sspecif )

7
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(2) Design a state feedback Km that is bum-extensive over sm.
From (6), this boils down to …nding a feedback Km such that 8si 2 P (sm)

there exists a matrix Wi = W
T
i > 0 that satis…es

Wi · N (9)

Q+ KT
mRiKm +W

T
i Fim + F

T
imWi · 0

where Fim , A +BiKm.
The following proposition gives a solution that is based on the reliable control

idea introduced by [24].

Proposition 20 LetBm be the actuation matrix associated with sm 2 m (Sspecif ),
and let W ¤

m be the unique stabilizing solution of the algebraic Riccati equation

ATW ¤
m +W

¤
mA ¡W ¤

mβmW
¤
m +Q = 0 (10)

Then, Km = ¡R¡1
0 BT

0 W
¤
m and 8si 2 P (sm) : Wi = W

¤
m satisfy (9).

Proof. With each con…guration sm 2 m (Sspecif ) associate the control law
u¤m = ¡R¡10 BT0 W

¤
mx where W

¤
m is the unique stabilizing solution of (10). Con-

…guration sm being recoverable because m (Sspecif ) μ Srecov, it is stabilized by
u¤m at an admissible cost, i.e. W ¤

m · N. From [24] u¤m is a reliable control, that
stabilizes any con…guration si 2 P (sm) at a cost less than xT0W ¤

mx0, therefore
it is bum-extensive over sm.

3.6 Decision procedure
LetK = fKl , l = 1, .., qg be a complete bank. For each con…guration si 2 Sspecif ,
let Ki μ K be the subset of state feedbacks by which it can be recovered. Select-
ing the one to be applied when si occurs is the aim of the decision procedure.

Assume that si has been detected and isolated at time ti, and let Kj 2 Ki and
x (ti) be respectively the feedback gain that is switched-on and the system state
at time ti . Let Ti be the length of the time window until the next con…guration
is switched-on. The cost paid during the time interval [ti , ti + Ti[ is

~Ji(x (ti) , Kj , Ti) , xT (ti)Wijx (ti)¡ xT (ti + Ti)Wijx (ti + Ti)

where Wij is the solution of the Lyapunov equation

Q +KT
j RiKj +W

T
ij Fij + F

T
ijWij = 0

Fij = A+B iKj is the closed-loop matrix that results from con…guration si being
controlled by the state feedback Kj and x (ti + Ti) = [expFijTi] x (ti) . The min-
imal cost decision is to select the state feedback ~Ki = argminKj2Ki ~Ji(x (ti) , Kj , Ti),
which is seen to depend both on the initial state x (ti) and on the time window
Ti . Since Ti is obviously unknown, an estimation has to be used, the simplest
one being Ti =1 (it is estimated that no further fault will occur after the loss
of the actuators in s0nsi). Then one has

lim
Ti³1

~Ji(x (ti) , Kj , Ti) = Ji (x (ti) ,Kj) = x
T (ti)Wijx (ti)
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Note that the decision procedure can be made independent on the initial state
by selecting

~Ki = arg min
Kj2Ki

max
kxk=1

xTWijx (11)

which boils down to select the state feedback for which the largest eigenvalue
of the associated cost matrix Wij is minimal, ~Ki = argminKj2Ki λmax (Wij) .

4 Design trade-o¤

4.1 Reliability overcost
In Algorithm 1, selecting the optimal state feedback K¤

i associated with each
con…guration si 2 Sspecif results in the minimal cost Ji(x,K¤

i ) = x
TW ¤

i x when
this con…guration occurs, and in the minimal performance degradation with
respect to the nominal case, namely

Ji(x,K
¤
i )¡ J0(x,K¤

0 ) = x
T (W ¤

i ¡W ¤
0 )x

Consider now the design that results from Algorithm 2 and Proposition 1.
For each con…guration si 2 Sspecif let sm(i) be the minimal con…guration in
m (Sspecif) whose state feedback K¤

m(i) is selected when fault i occurs. Then

the performance is Ji(x,K¤
m(i)

) = xTW ¤
m(i)

x and the performance degradation
with respect to the nominal case is

Ji(x,K
¤
m(i))¡ J0(x,K¤

m(0)) = x
T
³
W ¤
m(i)¡ W ¤

m(0)

´
x

In both designs, the performance is admissible for each con…guration si 2
Sspecif (and the performance degradation is obviously zero in the nominal case).
However, controlling a con…guration si 2 Sspecif by the reliable state feedback
K ¤
m(i) instead of the optimal state feedback K

¤
i induces a reliability overcost

ρ (x, si) = xT
³
W ¤
m(i) ¡W ¤

i

´
x, which is the performance degradation with re-

spect to the best one that could have been obtained when con…guration i occurs.
The reason to accept this overcost is that the design based on Algorithm

1 results in a bank of jSspecif j control laws while the design of Algorithm 2
produces only jm (Sspecif )j control laws. It is therefore of interest to consider
the design trade-o¤ between the reliability overcost and the cost of the bank of
control laws to be implemented.

4.2 Minimizing the reliability overcost

The trade-o¤ problem can be set in many di¤erent ways. A sensible one is to …nd
a bank of bum-extensive state feedbacks over m (Sspecif ) such that the reliability
overcost associated with the nominal con…guration is minimized. Looking for
bum-extensive feedbacks over m (Sspecif) guarantees that the bank is complete.
Minimizing the reliability overcost associated with the nominal con…guration
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aims at reducing the conservativeness of the FT strategy when the nominal
con…guration occurs, a case that (hopefully) occurs most frequently.

In this problem setting, Algorithm 2 is modi…ed as follows:
Algorithm 3.
(1) For each minimal con…guration sm 2 m (Sspecif )
(2) Design a state feedback Km that is optimal for s0 under the constraint

that it is bum-extensive over sm.
From (6), point (2) boils down to …nding a feedback Km such that

minλmax (W0m) (12)

Q +KT
mR0Km +W

T
0mF0m + F

T
0mW0m = 0

and

8si 2 P (sm) , 9Wim = W
T
im > 0 :

½
Wim · N
Q+ KT

mRiKm +W
T
imFim + F

T
imWim · 0

(13)

4.3 A Newton-Kleinman algorithm

Solving problem (12) under the constraints (13) is not an easy task. How-
ever, note that from [24], the control law u¤m = ¡R¡10 BT

0 W
¤
mx satis…es (13).

Let Hm (t) , t = 0, 1, 2, ... be a sequence of symmetric positive de…nite ma-
trices, initialized as Hm (0) = W ¤

m. Starting with K
¤
m = ¡R¡1

0 BT
0 W

¤
m , the

following Newton-Kleinman algorithm produces a sequence of state feedbacks
Km (t) = ¡R¡10 BT0 Hm (t) that decrease the reliability overcost while remaining
bum-extensive over sm. The notations are as follows : F0m(t) , A ¡ β0Hm (t)
is the closed-loop matrix associated with the nominal con…guration s0 and the
state feedback Km (t), G0m(t) , A ¡ β0W0m (t) is the closed-loop matrix as-
sociated with the state feedback W0m (t) where W0m (t) is the solution of the
Lyapunov equation

Q +KT
m (t)R0Km (t) + W

T
0m (t)F0m (t) + F

T
0m (t)W0m (t) = 0 (14)

P2 is the set of pairs (p, q) such that p, q ¸ 0, p+ q = 1, ε is an arbitrary small
positive number, kk is a given matrix norm, and Hm is the set of symmetric
positive de…nite matrices such that

Hm 2 Hm =) Km = ¡R¡10 BT
0 Hm satis…es (13)

Algorithm 4.
(1) Initialization : Hm (0) = W

¤
m ,W0m (¡1) =1

(2) While kW0m (t)¡ W0m (t ¡ 1)k > ε
(3) Solve (14) for W0m (t)
(4) Update Hm (t + 1) = ¹p (t)Hm (t) + ¹q (t)W0m (t) where

(¹p (t) , ¹q (t)) 2 P2
¹q (t) = max fq : q 2 [0, 1] , Hm (t + 1) 2 Hmg (15)
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Proposition 21 The sequence of state feedbacks Km(t) = ¡R¡1BT
0 Hm(t), t =

0, 1,2, ... stabilize con…guration s0, are bum-extensive over sm, and such that

W ¤
0 · ... · W0m (t + 1)· W0m (t) · ... · W0m (0) · W ¤

m · N (16)

Proof. We here only give a sketch of the proof. (A) The initial solution
Km (0) = ¡R¡1BT

0 W
¤
m stabilizes s0, is bum-extensive over sm and such that

W0m (0) · W ¤
m, from the basic result in [24]. Moreover, W ¤

m · N since
sm 2 m (Sspecif ) μ Srecov. (B) As long as condition (2) is not ful…lled, all
solutions stabilize s0 while remaining bum-extensive over sm. bum-extensivity
is satis…ed since Hm (t) 2 Hm from the updating rule (15). The proof of
stability is similar to the one in [5], by using an update law F0m (t + 1) =
p (t) F0m (t) + q (t)G0m (t) , where (p, q) 2 P2, instead of Kleinman’s update
law F0m (t + 1) = G0m (t). This also allows to prove that the successive costs
W0m (t) and W0m (t + 1) are decreasing, which guarantees the convergence of
the algorithm.

5 Fault Tolerance Evaluation

5.1 Reliability data
The lattice of con…gurations can be enriched with temporal information. Let
rα(t1, t2) be the reliability of actuator α, i.e. the probability that it is functional
at time t2 > t1 subject to the condition that it was functional at time t1 [4].
Assuming that this function is known for all actuators of an autonomous system
(meaning that it cannot be repaired in operation), that actuator failures are
independent, and that s0 is the system con…guration at time 0, the probability
that the system is in con…guration s at time t is given by

Pr (s, t) =
Y
α2s

rα(t, 0)
Y
α/2s

[1 ¡ rα (t, 0)] (17)

5.2 The reliability of a property

Remember the notation SP for the set of con…gurations that satisfy some prop-
erty P. The probability for this property to remain true during a given time
window [0, T ] is obviously equal to the probability that, on the time window
[0, T ] , only con…gurations that belong to SP occur as the result of faults. It
follows that the number REL (P, T ) de…ned by

REL (P, T ) ,
X
s2SP

Pr (s, T ) (18)

is nothing but the reliability of property P as a function of time T, while
MTTF (P) de…ned by

MTTF (P ) ,
1Z
0

REL (P ,T )dT
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is the mean-time to failure of property P. In particular, REL (stab, T)
is the probability that no fault such that the system becomes non-stabilisable
occurs during the time window [0, T ], while REL (recov,T ) is the probability
that no non-recoverable fault occurs on [0, T ] , thus providing a most natural
and sensible FT performance measure.

Remark 22 Assume that, in order to reduce the cost of the implemented PACT
bank, the designer accepts to recover only the faults in Sspecif μ Srecov. The
maximal accepted decrease in the FT performance, REL (recov, T )¡REL (specif, T ),
is obviously the cost to pay for this design trade-o¤.

5.3 The usefulness of components
Faults in di¤erent actuators (more generally in di¤erent system components)
may have more or less severe consequences. Based on the previous evaluation
of the FT performance, we propose a usefulness measure that extends the one
in [2], and may be used to decide about the actuators required reliability, their
maintenance policy, their possible duplication (hardware redundancy).

For this, 8s μ s0 we extend the previous notation as:

² S (s) = fsi : si μ sg the subset of con…gurations associated with the nom-
inal con…guration s,

² Srecov (s) the subset of recoverable ones,
² REL (recov, T, s) the probability that no non-recoverable fault occurs dur-
ing [0, T ] when the initial con…guration is s.

Note that with this extension, the previous notations S, Srecov andREL (recov, T)
become respectively S (s0), Srecov (s0) and REL (recov,T, s0). Let us now de-
…ne the usefulness of a subset of actuators s1 μ s0 by

u (s1) ,
REL (recov, T, s0)¡REL (recov, T, s0ns1)

REL (recov, T, s0)

namely the usefulness of the subset s1 is the fraction of the FT performance
that is lost when replacing the nominal con…guration s0 by the nominal con-
…guration s0ns1 (assuming REL (recov, T, s0) 6= 0 is obviously not restrictive).
This usefulness measure enjoys the following properties :

1) Since 8T > 0, s1 μ s0 =) REL (recov, T, s0ns1) · REL (recov, T, s0)
one obviously has

8s1 μ s0 : u (s1) 2 [0, 1]
2) Actuator subsets s1 μ s0 such that u (s1) = 0 are useless for the problem

under consideration, since the FT performance is the same with the smaller
actuation system s0ns1.

3) It is easy to show that actuators that do not belong to any con…guration
in m (Srecov ) are useless.
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4) Actuator subsets s1 μ s0 such that u (s1) = 1 are called cut-sets, mean-
ing that there is no FT at all for the problem under consideration, when those
actuators are not present.

5) Cut-sets are not unique. Critical actuator subsets are minimal cut-
sets, i.e. any proper subset of a critical actuator subset is not a cut-set.

6) It is easy to show that critical subsets are minimal hitting sets ofm (Srecov)
(the interested reader may consult [13] for a link between diagnosis and hitting
sets.)

6 Example

6.1 Nominal system
We consider the academic example of a 6th order system with 4 actuators abcd.
The pair (A,B0) , where B0 = (ba, bb, bc, bd) is :

A =

0
BBBBBB@

0 1 1 2 0 0
¡1 1 1 0 0 0
2 2 0 1 0 0
0 1 0 0 0 0
1 0 0 0 1 ¡1
0 0 0 0 1 ¡1

1
CCCCCCA

B0 =

0
BBBBBB@

1 1 1 0
0 1 0 0
1 1 0 1
0 0 0 1
1 0 1 1
1 0 0 0

1
CCCCCCA

(19)

Let Q = I6 and R = I4. For con…guration s0, the optimal cost matrix W ¤
0 is

characterized by λmax (W ¤
0 ) = 7.3554.

For simplicity, con…gurations are indexed from the subset of their missing
actuators, according to the following table.

Con…guration abcd abc abd ab acd ac ad a
Index i 0 1 2 3 4 5 6 7

Con…guration bcd bc bd b cd c d ?

Index i 8 9 10 11 12 13 14 15
Table 1 : Correspondence between con…gurations and their index

6.2 Admissibility
De…ne admissibility by

Ji(x0,K ) · τxT0W ¤
0 x0 (20)

where si μ s0, u = Kx is the control law used in con…guration si , Ji(x0, K) is
the resulting cost, and τ > 1 is an admissible performance degradation factor.

Using τ = 15 in the speci…cation (20), results in the set of recoverable con…g-
urations Srecov = f0, 1, 2, 3, 4,8, 9, 10g with the mRCs m (Srecov) = f3, 4,9, 10g.
On Figure 1, vertices in Srecov are white and vertices in m (Srecov) have a bold
contour.
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abcd

bcd acd abd abc

cd bd bc ad ac ab

d c b a

Φ

Figure 1 : The lattice of the example

6.3 PACT design
Design with algorithm 2 and Proposition 1. This design uses the ma-
trices W ¤

i associated with the mRCs si 2 m (Srecov) = f3, 4, 9, 10g. The re-
spective performance indexes are λmax (W ¤

3 ) = 17.4285, λmax (W
¤
4 ) = 32.9450,

λmax (W
¤
9 ) = 16.5649, λmax (W

¤
10) = 18.6938, and the spans of the associated

state feedbacks are S (K¤
3 ) = f0, 1, 2, 3, 8, 9g , S (K¤

4 ) = f0, 1, 4, 8g , S (K ¤
9 ) =

f0, 1, 8, 9g , S (K ¤
10) = f0, 2,8, 10g. Note that for each sm 2m (Srecov) the span

S (K¤
m) indeed includes P (sm) - the con…gurations in S (K

¤
m) nP (sm) are under-

lined - and that non-mRC can be recovered by several control laws, hence the
need for a decision procedure. Table 2 gives, for each recoverable con…guration,
the list of control laws by which it can be recovered. Among these, the one with
the smallest maximal cost is underlined.

s0 s1 s2 s3 s4 s8 s9 s10
K ¤
3 , K

¤
4 , K

¤
9 , K

¤
10 K¤

3 , K
¤
4 ,K

¤
9 K¤

3 , K
¤
10 K¤

3 K¤
4 K ¤

3 , K
¤
4 , K

¤
9 , K

¤
10 K¤

3 ,K
¤
9 K¤

10

Table 2 : The RC-based PACT

Domination relation. Table 3 shows the domination relation deduced
from the sets S (K ¤

m), sm 2 m (Srecov ) where 1 means that the state feedback
K ¤
i (row i) dominates the state feedback K

¤
j (column j).
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D% K¤
3 K¤

4 K ¤
9 K¤

10

K¤
3 1 0 1 0

K¤
4 0 1 0 0

K¤
9 0 0 1 0

K¤
10 0 0 0 1

Table 3 : Domination relation

It follows that a bank of only three state feedbacks, namelyK¤
i , si 2 f3, 4, 10g ,

can recover from all recoverable faults, since the set of non-dominated mRCs is
f3, 4, 10g. The resulting PACT is

s0 s1 s2 s3 s4 s8 s9 s10
K¤
3 ,K

¤
4 , K

¤
10 K¤

3 ,K
¤
4 K¤

3 , K
¤
10 K ¤

3 K¤
4 K¤

3 , K
¤
4 ,K

¤
10 K¤

3 K¤
10

Table 4 : The RC-based PACT with three control laws

Some costs are increased with respect to the PACT of Table 2, indeed the
state feedback K ¤

9 associated with λmax (W
¤
9 ) = 16.5649 is replaced by K ¤

3

associated with λmax (W ¤
3 ) = 17.4285.

Design with Algorithm 4. We illustrate this point by considering con-
…guration 3. In the previous design, K¤

3 = ¡R¡1B0W ¤
3 is admissible for all

con…gurations si 2 f0, 1, 2, 3, 8, 9g . Using K¤
3 for con…guration 0 gives the

cost matrix W03 (0) with λmax [W03 (0)] = 12.2667. However, any control law
u3 = ¡R¡10 B0H3x where H3 satis…es

H3 = H
T
3 > 0 (21)

k = 0, 1, 2, 3 : A ¡ βkH3 Hurwitz (22)

k = 1, 2, 3 :

½
Wk3 · 15W ¤

0

Q+H3β kH3 +Wk3Fk3 + F
T
k3Wk3 = 0

(23)

W03 < W03 (0) (24)

is bum-extensive over con…guration 3, i.e. it recovers the con…gurations in
P (3) = f0, 1, 2,3g - from (23)(24) - and it is better than K ¤

3 for con…guration
0, from (24).

In order to illustrate the computations, we …rst apply the pure Newton-
Kleinman algorithm, where the control update uses (p (t) , q (t)) = (0,1) at
every iteration t. Starting with H3 (0) = W

¤
3 the cost matrix W03 (t) decreases

from W03 (0) to W ¤
0 , providing the sequence λmax (W03 (t)) shown in Table 5.

Iteration t 0 1 2 3 4 5 6
λmax (W03 (t)) 12.2667 9.0039 7.6082 7.3744 7.3564 7.3554 7.3554

Table 5 : The pure Newton-Kleinman sequence
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However, as soon as the …rst iteration, H3 (1) violates (23). The update
law in the algorithm must therefore be used. The results displayed in Table
6 were obtained in two iterations. K3 (2) = ¡R¡10 B0H3 (2) is bum-extensive,
and decreases the reliability overcost by 17, 18% , when compared with K ¤

3 =
¡R¡10 B0W ¤

3 .

Iteration t 0 1 2
λmax [W03 (t)] 12.2667 10.1593 10.1592
qmax (t) 0.6479 0.0001 0
Table 6 : Results for con…guration s3

Cost based decision procedure. Applying the proposed approach to
each con…guration in m (Srecov) = f3, 4, 9, 10g gives the results in Table 7 (the
convergence is achieved in 2 iterations for sm 2 f3, 4, 10g and 3 iterations for
sm 2 f9g).

Algorithm 1 Algorithm 4 Improvement
λmax [W03 (2)] 12.2667 10.1592 17,18%
λmax [W04 (2)] 19.3397 15.8924 17.83%
λmax [W09 (3)] 12.7427 7.8729 38.22%
λmax [W0,10 (2)] 10.8692 9.1817 15.53%

Table 7 : Results for the con…gurations in m (Srecov)

Following (11), the state feedback to be chosen in con…guration 0 is K9 (3) =
¡R¡10 BT

0 H9 (3).

6.4 FT Evaluation

We assume that actuator reliabilities are modeled by Poisson distribution with
failure rates

λ(a) = λ(b) = 4£ 10¡6 hour¡1

λ(c) = λ(d) = 4£ 10¡7 hour¡1

and the time horizon of interest is T = 105 hours.
Recoverability. Using these data, the probability for a non-recoverable

con…guration to occur on
£
0, 105

¤
is 0, 285 and therefore REL

¡
recov, 105, 0

¢
=

0.715.
Actuators usefulness. From the set m (Srecov ) = f3, 4, 9, 10g it is seen

that there is no useless actuator, and that the critical actuator subsets are
f3, 9, 10g .

7 Conclusion

Under the SR strategy, the set of actuator con…gurations to be managed by the
control system has a lattice structure. Based on the notions of bum property
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and bum-extensive control, this paper has proposed a design approach for the
Recon…guration-based Fault Tolerance Linear Quadratic problem. From the
characterization of recoverable faults, mRCs have been de…ned and have been
shown to allow the design of a PACT bank of control laws, that is able to recover
from all recoverable faults. Such a scheme results in a large simpli…cation of the
diagnosis and the recon…guration procedures, since FDI must only distinguish
between those con…gurations that are associated with di¤erent control laws in
the designed bank, and FTC must only switch to the appropriate one, as de-
termined by the decision procedure. A domination relation has been shown to
decrease - when possible - the number of PACT control laws, and a Newton -
Kleinman algorithm has been proposed to reduce the reliability overcost. Fi-
nally, it has also been shown that the lattice of system con…gurations, associated
with reliability data, provides a convenient and sensible framework for the eval-
uation of the system FT performance and of its components usefulness. Within
the general frame so de…ned, future research is aimed at investigating more gen-
eral algorithms and approaches for the design of bum-extensive controls, and
addressing the trade-o¤ between the reliability overcost and the complexity of
the PACT strategy.

Acknowledgment. The author is indebted to Denis Berdjag and Ke Zhang
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New Perspectives for Research in Fault Tolerant Control 
 

Extended Abstract 
 

Ron J Patton 
University of Hull, UK    r.j.patton@hull.ac.uk 

 
Conventional feedback control designs may result in unsatisfactory performance and stability in the 
event of component malfunctions or faults. Hence, fault tolerant control (FTC) systems are being 
developed which are capable of maintaining acceptable system integrity and performance subject to 
faults and failures with applications to a wide range of engineering systems, from vehicles and 
aerospace, marine systems, mechatronics, electric power (generation and distribution), offshore wind 
technology, chemical processes and bio-medical applications involving control. 
 
Even after more than two decades of research FTC remains today a mainly research topic. The driving 
research challenge is to produce architectures and methods that are attractive for technology transfer 
with serious intention for practical end-user added value. 
 
Fault-tolerance and also robustness in control can only be traded with performance and it is well 
known that the so-called active FTC methods (or AFTC) facilitate a mechanism, for maintaining 
satisfactory control performance and stability in the presence of faults, uncertain dynamics and 
feedback system complexity. The FTC goal is to maintain functional integrity, reliability, stability and 
admissible performance. Typically the required goal may be achieved through (1) control robustness, 
(2) fault compensation/accommodation or (3) through system redundancy and reconfiguration. But 
the main question is how should these concepts be combined? 
 
This goal to achieve admissible performance in the midst of complexity and subject to a limited set of 
system component fault conditions is certainly an advanced multi-objective requirement that is not 
achievable using the simpler fixed controller passive approaches to FTC. This requirement is also 
compounded by the fact that the faults themselves add discrete-event complexity into the feedback 
system. Hence, current research is concerned with architectures and advanced control and estimation 
methods calling on recent developments throughout the advanced control and decision literature. The 
emerging challenge is to accommodate the controller such that there can be a guarantee that the 
closed-loop system has “admissible behaviour” subject to an expected repertoire of faults. 
 
At or around 2000 the research focused on definitions and FTC concepts associated with 
reconfigurability, diagnosibility, fault accommodation, robust fault estimation, redundancy structure 
estimation, etc. At the same time some research in robust fault detection and isolation (FDI) or fault 
detection and diagnosis (FDD) continued to mature giving rise to interesting applications in 
reconfigurable FTC systems. Architectures are now emerging that are capable of supporting complex 
FTC operation for automata, hybrid systems, distributed networks and hierarchical systems. The IFAC 
Safeprocess Technical Committee community expanded rapidly and the main symposium event of this 
community is now amongst the largest of IFAC symposia in terms of successful paper contributions. 
The first of a new conference series dealing with systems control and fault tolerance methods, 
Systol’10 bears further testament to the healthy growth in this important field. 
 
In view of these developments this plenary paper has two goals. The first is to provide a review of 
recent research on FTC, focusing on research output that has created significant impact, particularly 
during the period 2000 to 2010. The second goal is to outline the emerging directions and to map out 
future perspectives in research that can be of value to end-user practitioners as well as the academic 
control and systems engineering communities. 
 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Plenary Paper 
 

36



 
 
 

37



Regular Papers 
 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

38



 
 
 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

39



Design of robust fault detection filters for

plants with quantized information
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∗∗ INRIA Rhône-Alpes, 655 Avenue de l’Europe, 38334 St Ismier
Cedex (Grenoble), France (email: andrea.cristofaro@inrialpes.fr)

Abstract: This paper addresses the robust (in the disturbance de-coupling sense) design
problem of fault detection filters for quantized uncertain sampled data systems. In the considered
set-up, the only available signal is the output variable, which undergoes a quantization process.
A novel reduced-order unknown-input observer is proposed such that the estimation error
is asymptotically bounded, robustly with respect to disturbances affecting the continuous-
time system. Ultimate boundedness of the state variables of the continuous-time plant is also
guaranteed.

Keywords: Robust Fault Detection Filters, Unknown Input Observers, Sampled data systems,
Quantization.

1. INTRODUCTION

The issue of designing fault detection filters able to de-
couple disturbances affecting the plant with respect to
eventual faults occurring in the system has been widely
addresses in the continuous-time framework, see, e.g., C.
Aubrun, D. Sauter and J. Yamé (2008), J. Chen, R. J.
Patton (1999), P. M. Frank (1990), J. J. Gertler (1991), J.
J. Gertler (1998), A. S. Willsky (1976). On the contrary,
this issue has received only a limited attention as far as
quantized sampled-data (SD) systems are concerned, at
least as far as authors are aware, albeit SD systems have
been intensively studied during the last decade and are
largely used in practice (T. Chen, B. Francis , 1995), (E.N.
Rosenwasser, B.P. Lampe , 2000). SD systems are parti-
cular digital control systems consisting of continuous-time
plant to be controlled, discrete-time controllers control-
ling them, and ideal continuous-to-discrete and discrete-
to-continuous trasformers. Measurements to be used for
feedback are transmitted by a digital communication chan-
nel, in other words data are quantized before transmission.
Therefore the given system evolves in continuous time, but
output variables available to measurement are quantized.

In general, the continuous-time plant under consideration
may be affected by faults and/or uncertain terms (such as
unknown disturbances or model uncertainties). In the case
of sampled data systems, what happens during discretiza-
tion is that disturbances satisfying the matching condition
in the original continous-time plant do loose such property
in the corresponding discrete-time description (P. Zhang,
S. X. Ding , 2008). This effect could make even harder the
design of robust tools to be used for detecting the eventual
occurrence of faults.

As well known, faults are unespected changes in the
systems, due to components malfunction and variations

in operating conditions, whose effect is some degradation
of the overall system performance (R. Isermann , 1997).
In order to perform the control reconfiguration needed to
account for the eventual occurrence of faults, it is first
necessary to robustly detect them, i.e. to determine if a
fault has occured in the system regardless the presence
of uncertain term. The most common robust model-based
fault detection and isolation (FDI) approach makes use of
unknown input observers (UIO’s) designed as to make the
state estimation error decoupled from the unknown inputs
(J. Chen, R. J. Patton, H. Y. Zhang, 1996), (P. M. Frank,
X. Ding). In other words, it is generated a diagnosis signal,
called residual, which should be indipendent with respect
to the system operating state, should respond to faults
in characteristic manners, and should be de-coupled from
disturbances.

This paper addresses the robust (in the disturbance de-
coupling sense) design problem of fault detection filters
for quantized uncertain sampled data systems. In the con-
sidered set-up, the only available signal is the output vari-
able, which undergoes a quantization process. So, the con-
tribution provided is the design of a novel reduced-order
filter coupled with a robust stabilizing controller such that
the estimation error is asymptotically bounded, robustly
with respect to disturbances affecting the continuous-time
system, and the state variables of the continuous-time
plant are bounded as well.

2. PROBLEM STATEMENT
Consider a digital feedback control system consisting
of the interconnection of a SISO completely observable
continuous-time plant, a digital controller and a A/D
converter. The plant is affected by an additive unknown
disturbance term and may also undergo possible actuator
faults belonging to the classes of abrupt faults (stepwise)
or incipient faults (drift-like) (R. Isermann , 1997). With
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no loss of generality the continuous-time systems is given
in the observability canonical form and it is described as
follows {

ẋ(t) = Ax(t) + b(u(t) + d(t)) + fφ(t)
y(t) = c′ x(t)

(1)

where x(t) ∈ Rn is the state vector which is not available
for measurement, y(t) ∈ R is the output, u(t) ∈ R is the
known input vector, d(t) ∈ R is the unknown input (or
disturbance), and φ(t) ∈ R is an unknown actuator failures
whose distribution matrix f ∈ Rn is supposed known. A,
b, c′ are known real constant matrices with appropriate
dimensions. (Note that with the bold capital letters are
matrices while the bold small letters are column vectors.)

Discretize the plant equations, assuming that u is constant
during each sampling interval Tc, and assume that observ-
ability is preserved by a proper choice of the sampling
frequency, so with no loss of generality the discretized
system can be trasformed in the observability canonical
form by a suitable square invertible matrix M (see for
example P. J. Antsaklis, A. N. Michel (2006)), obtaining:

{
x(k + 1) = Gx(k) + qu(k) +Δ(k) +Φ(k)
y(k) = c′x(k) = x2(k)

(2)

with

G=M−1 eATC M , (3)

q=M−1

(∫ TC

0

eAτ dτ

)
b , (4)

Δ(k) =M−1

∫ TC

0

eAσ b d((k + 1)TC − σ) dσ (5)

Φ(k) =M−1

∫ (k+1)TC

kTC

eA((k+1)TC−σ)f φ(σ)dσ (6)

Partitioning the state vector x(t) as x(t) = (x1(t), x2(t))
′

with x1(t) ∈ Rn−1 and x2(t) ∈ R, the output signal is
exactly the last compotent of the state vector y(k) =
x2(k). Moreover, plant matrices can be partitioned accor-
dingly

G =

(
G11 g12

g21
′ g22

)
, q =

(
q1

q2

)
,

and Δ(k) = (Δ1(k), Δ2(k))
′, where G11 ∈ R(n−1)×(n−1),

q1, Δ1(k) ∈ R
n−1 and the other matrices have appropri-

ate dimensions.

Fixed-point quantization is assumed to be added to the
A/D converter.

Assumption 1. The state vector is unavailable for mea-
surement except for the output variable

w(k) = y(k) + p(k), k ∈ N (7)

which is affected by the quantization error p(k) bounded
by a known constant ρ.

Assumption 2. The scalar q2 is not null.

Assumption 3. The invariant zeros of (G,q, c′) system are
Schur. (See P. J. Antsaklis, A. N. Michel (2006).)

With a slight abuse of notation we have written p(k) and
x(k) in place of p(x(k)) and x(k TC) respectively. In this
new approach the class of disturbance signals bounded by

a known function of the output available measurements is
considered:

Assumption 4. The disturbance term d(t) = d(x(t)) de-
pends on the state vector and is bounded by a known
piecewise continuous function depending on the quantized
output signals available for measurements, that is

| d(x(t))| ≤ β |w(k)| (8)

for every t ∈ [k T, (k + 1)T [, and β > 0.

Remark 1. This particular class of disturbances have been
considerated in order to achieve a better fault detection
performance. At present authors are working to expand
this disturbance class.

Remark 2. As well known, the matched disturbance term
d(t) affecting the continuous time plant produces, after
discretization, an unknown input Δ̄(k) which does no
longer fulfill the matching condition.

This paper addresses the problem of designing robust
diagnosis filters for sampled-data systems in the presence
of quantization errors. Starting from an extension of the
full-order unknown input observer (UIO) proposed by J.
Chen, R. J. Patton, H. Y. Zhang (1996), presented by the
authors in M. L. Corradini, R. Giambò, S. Pettinari (2009)
and shortly summarized in Section 3, a new approach is
here proposed in order to overcome the strong conditions
required to ensure the decoupling of the residual signals
with respect to the disturbance terms. The present work
is the SISO case of the previous study presented by the
authors in M. L. Corradini, A. Cristofaro, R. Giambò,
S. Pettinari (2010). In the following, a novel UIO is
proposed guaranteeing the asymptotic boundedness of the
estimation error, robustly with respect to disturbances af-
fecting the continuous-time system, and the simultaneous
boundedness of state variables of the plant.

3. PRELIMINARY RESULTS

The section summarizes previous results presented in M.
L. Corradini, R. Giambò, S. Pettinari (2009). Consider
the following full-order observer J. Chen, R. J. Patton, H.
Y. Zhang (1996)

{
z(k + 1) = Fz(k) +Tqu(k) + kw(k)
x̂(k) = z(k) + hw(k)

(9)

where x̂(k) ∈ R
n is the estimated state vector and z(k) ∈

Rn is the state of full-order observer, matrices F, T, k are
defined as follows

k= k1 + k2 (10)

T= In×n − hc′ , (11)

F=TG− k1c
′ , (12)

k2 =Fh , (13)

and h is such that (c′,TG) is a detectable pair.

Remark 3. Assumpions 2-3 are not necessary in this
framework.

Definition 5. Let the residual signal be the output estima-
tion error,

r(k)
def
= w(k) − c′x̂(k) . (14)
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In M. L. Corradini, R. Giambò, S. Pettinari (2009) it is
proved that a straightforward extention of the full-order
UIO proposed by J. Chen, R. J. Patton, H. Y. Zhang
(1996) to detect sensor and actuator faults that may affect
(1) is not possible. In fact, the following Theorem shows
that (9) is unable to ensure, in general, the decoupling of
the residual signals with respect to the disturbance terms,
still maintaining the sensitivity of residuals with respect
to faults.

Theorem 6. The observer (9) is such that the residual
signal (14) is disturbance de-coupled if and only if the
continuous-time system (1) verifies the condition

c′eAσb = 0 (15)

for any σ ≥ 0.

See (M. L. Corradini, R. Giambò, S. Pettinari , 2009) for
a proof. The condition (15) is structural, since depends on
the continuous-time plant matrices. A sufficient condition
more general than the one proposed in (M. L. Corradini,
R. Giambò, S. Pettinari , 2009) is presented below.

Proposition 4. Consider S ⊆ C⊥ with C⊥ = {v ∈
Rn | c′v = 0} the orthogonal space of c′. If S is an invariant
set under the linear map A : Rn → Rn associated to
matrix A and b ∈ S, then the condition (15) is verified.

Proof. By definition for any σ ≥ 0

c′eAσb =

∞∑
i=0

σi

i!
c′Aib ;

by hypothesis c′Aib = 0 for any i ≥ 0, so c′eAσb = 0.

Proposition 5. Under the hypotesis of Proposition 4, faults
can be detected checking when the norm of the residual
signal is larger than a constant ξ = (1 + |c′k1|) ρ.

Remark 6. Note that in order to detect actuator faults
φ(t) the column vector f has to be not a multiple of b.

4. A NEW ROBUST FILTER FOR QUANTIZED
MEASUREMENTS

In order to avoid the structural constraints arising from
the filter (9), a new disturbance decoupled filter is here
designed. Note that the class of disturbances here consi-
dered has been restricted as defined in Assumption 4. The
idea is to design a reduced-order filter such that both the
estimation error and the state variables are asymptotically
bounded and a particular function based on the norm of
w(k) gives information about the occurrence of an actuator
fault.

Remark 7. Though this paper does not explicitly address
sensor faults, the extension of the presented results to these
type of failures is straightforward.

Consider the reduced-order observer:{
x̂(k + 1) = G11 x̂(k) + q1 u(k) + g12w(k)
r(k) = w(k)

(16)

where x̂(k) ∈ Rn is the estimated state vector and r(k) is
the residual signal generated.

Observer design will be carried out in two steps: i) it will be
proved that under proper conditions the whole state vector
is asymptotically bounded, and the same holds for the

estimation error; ii) it will be defined a function depending
on the norm of w(k) as an indicator of the occurrence of
actuator faults.

Before describing the filter design procedure, a crucial
lemma for the set-up is proved.

Lemma 7. The invariant zeros of (2) are Schur if and only
if

P = G11 −
q1

q2
g21

′ (17)

is a Schur matrix.

Proof. See Appendix A for the proof.

4.1 Fault-free case

Supposing for the moment that no actuator faults affect
the continuous-time system (φ(t) = 0), define the estima-
tion error as

e(k)
def
= x1(k)− x̂(k) . (18)

With the use of Lemma 8 the asymptotic boundedness of
the output variable w(k) will be proved in Theorem 8. This
result will be used to state the asymptotic boundedness of
the estimation error and at last an asymptotic threshold
for the whole state vector will be found in Theorem 9.

Lemma 8. Δ(k) is bounded by γ |w(k)|, where

γ = ||M−1|| e||A|| ||b||β TC (19)

.

Proof. The proof is straightforward, indeed by (5) and
Assumption 4

||Δ(k)||< ||M−1|| e||A|| ||b||

∫ (k+1)TC

kTC

|d(x(σ))| dσ =

= γ|w(k)| .

Theorem 8. Setting

u(k) = −
g21

′

q2
x̂(k)−

g22

q2
w(k) , (20)

if

β <
1

||M−1|| e||A|| ||b||TC n
, (21)

then the output variable w(k) is asymptotically bounded.

Proof. The proof will be carried out in two steps: at first
it is showed that the asyptotic bound of the estimation
error depends only on the asymptotic bound of the residual
signal; then the asymptotic bound of w(k) is provided.

By (2), (7) and (16) the estimation error dynamics (18)
are given by

e(k + 1) =G11 e(k) +Δ1(k)− g12 p(k) . (22)

Since (G11)
n−1 = 0(n−1)×(n−1) and ||G11|| = 1, if k ≥ n−

1,

||e(k)|| ≤

k−1∑
j=k−n+1

||Δ1(j)− g12 p(j)|| , (23)

and by Lemma 8 it follows that for k ≥ n− 1

||e(k)|| < γ

k−1∑
j=k−n+1

|w(j)|+ (n− 1)||g12|| ρ . (24)
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From (7), (16) and (20) the dynamics of w(k) are

w(k + 1) = g21
′e(k)− g22 p(k)− p(k + 1) + Δ2(k) . (25)

Since by hypotesis ||g21|| = 1, by Lemma 8 and (24), for
every k ≥ n− 1

|w(k + 1)| ≤ ||e(k)||+ (|g22|+ 1)ρ+ γ |w(k)| ≤

< γ

k∑
j=k−n+1

|w(j)|+ α , (26)

where
α = ((n− 1)||g12||+ |g22|+ 1)ρ. (27)

Define
w̄ = max

0≤j≤k
|w(j)| .

From equation (26)

|w(k + 1)| ≤ γ nw̄ + α , (28)

choosing β as in (21) one gets that γ n < 1 so for every
instant k there is always a k1 < k such that

|w(k)| ≤ γ n |w(k1)|+ α . (29)

By induction

|w(k)| ≤ (γ n)k−k1 |w(k1)|+
1− (γ n)k−k1

1− γ n
α

therefore
lim sup
k→∞

|w(k)| ≤
α

1− γ n
. (30)

Theorem 9. Setting the input u(k) as in (20), and β as in
(21), the state vector x(k) is asymptotically bounded.

Proof. Since the bound of the estimation error found in
the proof of Theorem 8 (24) depends only on the norm
of the measurable term w, the asymptotic boundedness of
the estimation error (18) follows directly from Theorem 8,
and in particular

lim sup
k→∞

||e(k)|| ≤ (n− 1)

(
γα

1− γ n
+ ||g12|| ρ

)
(31)

where α and γ verify (27) and (19) respectively.

If the estimation state x̂ is asymptotically bounded, then
the state vector x behaves accordingly due to (2). From
(16), (17) and (20) the dynamics of the estimated vector
are

x̂(k + 1) = Px̂(k) +

(
g12 −

q1

q2
g22

)
w(k) . (32)

By Assumption 3 and Lemma 7, P is a Schur matrix, and
due to Theorem 8 w(k) is asymptotically bounded, so by
induction

lim sup
k→∞

||x̂(k)||=

∣∣∣∣
∣∣∣∣g12 −

q1

q2
g22

∣∣∣∣
∣∣∣∣ ·

· lim sup
k→∞

k−1∑
j=0

||P||k−1−j |w(j)| ≤

≤

∣∣∣∣
∣∣∣∣g12 −

q1

q2
g22

∣∣∣∣
∣∣∣∣

1− ||P||

α

1− γ n
. (33)

By definition ||x(k)|| ≤ ||x1(k)|| + |x2(k)|, from (7)
|x2(k)| ≤ |w(k)| + ρ, so by Theorem 8 x2(k) is asymp-
totically bounded, in fact

lim sup
k→+∞

|x2(k)| ≤ lim sup
k→+∞

|w(k)|+ ρ =
α

1− γ n
+ ρ (34)

It is enough to show that ||x1(k)|| is asymptotically
bounded in order to complete the proof. From (??) and
(20) the evolution of x1(k) is

x1(k + 1)=G11x1(k) +

(
g12 −

q1

q2
g22

)
w(k) +

− g12 p(k)−
q1

q2
g21

′x̂(k) +Δ1(k)

sinceG11 is a nilpotent matrix of degree n−1, by induction
for every k ≥ n− 1

||x1(k)|| ≤

k−1∑
j=k−n+1

∣∣∣∣
∣∣∣∣g12 −

q1

q2
g22

∣∣∣∣
∣∣∣∣ |w(j)| +

+
k−1∑

j=k−n+1

||q1||

|q2|
||x̂(j)||+

+ (n− 1)||g12||ρ+
k−1∑

j=k−n+1

||Δ1(j)|| .

By Lemma 8, (30) and (33),

lim sup
k→+∞

||x1(k)|| ≤
(n− 1)α

1− γ n

(∣∣∣∣
∣∣∣∣g12 −

q1

q2
g22

∣∣∣∣
∣∣∣∣ ·

·

(
1 +

||q1||

|q2|(1 − ||P||)

)
+ γ

)
+

+(n− 1)||g12||ρ .

So the asymptotic bound of the state vector is

lim sup
k→+∞

||x(k)|| ≤
(n− 1)α

1− γ n

(∣∣∣∣
∣∣∣∣g12 −

q1

q2
g22

∣∣∣∣
∣∣∣∣ ·

·

(
1 +

||q1||

|q2|(1 − ||P||)

)
+ γ

)
+

+(n− 1)||g12||ρ+
α

1− γ n
− ρ .

Remark 9. As expected, all the asymptoticthresholds found
depend on the known constant bound of the quantization
error ρ.

4.2 Presence of actuator faults affecting the plant

Let’s now suppose that an actuator fault φ(t) may affects
the plant (1). By definition (18) the dynamics of the
estimation error are

e(k + 1) =G11e(k) +Δ1(k)− g12 p(k) +Φ1(k) , (35)

and by (7) the evolution of the measurable output variable
is

w(k + 1)= g21
′ e(k)− g22p(k)− p(k + 1) +

+Δ2(k) + Φ2(k) . (36)

A test function rf depending on the norm of the residual
signal (16) will be defined to detect actuator faults.

Definition 10. Let the test function be

rf (k)
def
=

|w(k)|

γ nw(k) + α
(37)
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where γ and α verify (19) and (27) respectively, and

w(k) = max
i=k−n,...,k−1

|w(i)| .

Proposition 10. If r(k̄) > 1 then an actuator fault has
occured at a time k ≤ k̄.

Proof. The proof is straightforward. It simply consists in
showing that using equations (7), (26) and (37) one has:

rf (k) =
|w(k)|

γ nw(k) + α
≤

≤ 1 +
|Φ2(k − 1)|+

∑k−2
i=k−n |Φ1(i)|

γ nw(k) + α
.

So if no faults affect the continuous-time system (1), then
rf < 1.

Remark 11. The previous Proposition gives only a suffi-
cient condition for detecting actuator faults. It may in-
deed happen that an actuator fault occurs but is “small”
enough that the test of Proposition 10 fails. This would
mean, however, that condition (26) still holds, therefore
the bounded behavior of the output variable w(k) has not
been destroyed by the fault.

5. SIMULATION RESULTS

The theoretical development discussed in Section 4 is
here supported by a simulation study with reference to
an unstable (the set-up presented holds both when A is
Hurwitz and when A is unstable), uncertain, continuous-
time plant of the form (1) with:

A =

[
0 0 1.1
1 0 0.2
0 1 0.8

]
b =

[
1
1
1

]
f =

[
0
0
1

]

c = [ 0 0 1 ]

The plant has been discretized with a sampling time
TC = 10−3 s, and quantization has been assumed to
produce a quantization error bounded by ρ = 10−3. A
disturbance term d(t) = β x2(t) sin(t) has been supposed
to perturb the continuous-time system, with β = 0.1511,
and γ = ||M−1|| e||A|| ||b|| = 19.8576. Assuming that the
largest variation D which the variable w(k) can undergo
between two consecutive samples w(k) and w(k + 1) with
k ∈ N is equal to 2, it can be seen that the disturbance
function considered is consistent with the Assumption 4,
since |d(t)| ≤ β|w(k)| + β(ρ + D) in every interval of
amplitude TC .

Simulations have been performed with initial conditions
x(0) = [0.5 0.5 0.5]′. Results have been reported in Figures
1-6. Figures 1, 2 show the dynamics of the estimation
error and of the test function (37) when no actuator faults
affect the sampled-data system. The red lines reported
in Fig.1 are the estimation error asymptotic bound (31),
while in Fig. 2 the red threshold set at 1 is consistent
with Proposition 10. Fig. 3 displays the evolution of the
test function (37) when an abrupt fault φa(t) = 25 (resp.
an incipient fault φi(t) = 2t − 100 in Fig. 4) affects the
third component of the state vector x(t) of the sampled
data system (1) at test function (37) when the abrupt
fault φa(t) = 25 and a larger abrupt fault φb(t) = 300,
respectively, affect the second component of the sampled

data system (1) at time t = 50. These two pictures support
what has been emphasized in Remark 11. Indeed, due to
the sampled-data system under consideration, an abrupt
fault of amplitude 25 affecting the plant (1) with a distri-
bution vector f = [0 1 0]′ is so “small” that the test of
Proposition (10) fails.
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Fig.1 - Estimation error e1(k) in the fault-free case.
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Fig.2 - Residual signal r(k) when no actuator faults
affect the sampled data system.
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Fig.3 - Residual signal r(k) when an abrupt fault
φa(t) = 25 affects the third component of the state

vector x(t) at time t = 50.
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Fig.4 - Residual signal r(k) when an incipient fault
φi(t) = 2t − 100 affects the third component of the

state vector x(t) at time t = 50.
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Fig.5 - Residual signal r(k) when an abrupt fault
φa(t) = 25 affects the second component of the state

vector x(t) at time t = 50.
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Fig.6 - Residual signal r(k) when an abrupt fault
φb(t) = 5000 affects the second component of the

state vector x(t) at time t = 50.

6. CONCLUSIONS

A robust (in the disturbance-decoupling sense) unknown-
input observer design method for quantized uncertain
sampled-data systems has been presented in this note.
In the considered setup, the only signal available is the
output variable which undergoes quantization. In order
to overcome the strong structural conditions required to
ensure the disturbance decoupling of the residual signals
generated by the extension M. L. Corradini, R. Giambò, S.
Pettinari (2009) of the full-order UIO proposed in J. Chen,
R. J. Patton, H. Y. Zhang (1996), a new approach has been
here proposed. The reduced-order filter presented, coupled
with a controller, ensures the asymptotic boundedness of
the estimation error, robustly with respect to disturbances
affecting the continuous-time system, and the simultane-
ous boundedness of state variables of the plant.
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Appendix A. PROOF OF LEMMA 7

The proof consists of showing that the invariant zeros of
(2) are exactly the eigenvalues of P. By definition (see P.
J. Antsaklis, A. N. Michel (2006)), the invariant zeros are
values z ∈ C that let the Rosenbrock matrix R(z) lose
rank. In this case

R(z) =

[
zIn−1 −G11 −g12 −q1

−g21 z − g22 −q2
01×(n−1) 1 0

]

which loses rank if det(R(z)) = 0, that is if and only if

det

[
zIn−1 −G11 −q1

−g21 −q2

]
= 0. (A.1)

Due to the next matrix decomposition

[
zIn−1 −G11 −q1

−g21 −q2

]
=

[
In−1

q1

q2
0 1

]
·

·

[
zIn−1 −G11 +

q1

q2
g21 0

0 −q2

] [
In−1 0
g21

q2
1

]
,

from (A.1) follows that det(zIn−1−G11 +
q1

g2
g21) = 0, so

z is an eigenvalue of (17).
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Abstract: The purpose of the study is to present an approach to detect and accommodate sensor faults 
using an unknown input observers based fault detection and isolation approach. After the detection and 
isolation of the faults, accommodation is very important in the systems such as an aircraft. In this study, 
the fault detection and isolation scheme is implemented for an aircraft model using observers and 
accommodation is provided by some conventional controllers. Accommodation results are compared 
with each other. 
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1. INTRODUCTION 

In this paper, a fault detection and accommodation procedure 
is applied to a simple flight control model. Fault detection, 
isolation and accommodation techniques are widely used in 
fail safe control systems in which failures may cause 
hazardous incidents. 

Hammouri et al. (1999) designed a residual generator for 
fault detection and isolation in nonlinear systems which are 
affine in the control signals and in the failure modes. 

Kabore et al. (2000) proposed an approach based on 
decoupling techniques using differential geometry theory and 
observer synthesis for non-linear systems. A design 
procedure is provided for residual generation. The faults 
considered in the application are malfunctions of the feed 
pumps of both monomers and the initiator, and the presence 
of an inhibitor. A detailed construction of fault detection 
filters is presented, and their performances in the presence of 
parameter uncertainties are discussed through some 
simulations. 

Kabore and Wang (2001) presented a set of algorithms for 
fault diagnosis and fault tolerant control strategy for affine 
nonlinear systems subjected to an unknown time-varying 
fault vector. The proposed algorithm is applied to a combined 
pH and consistency control system of a pilot paper machine, 
where simulations are performed to show the effectiveness of 
the proposed approach. 

Hajiyev and Caliskan (2001) designed a Kalman filter for the 
effects of the sensor and actuator faults in the innovation 
process, and used a decision approach to isolate the sensor 
and actuator faults. The presented reconfigurable control 
algorithm is based on the Extended Kalman Filter (EKF). 
Reconfiguration procedure is executed by considering the 
identified control distribution matrix. In the simulations, the 

longitudinal dynamics of an aircraft control system is 
considered, and control reconfiguration is examined. A 
principal block diagram of a fault tolerant aircraft control 
system is proposed. 

Hajiyev and Caliskan (2003) covered the combined fault 
diagnosis and reconfiguration in flight control systems. 

Aykan et al. (2005) maintained safe flight and improved 
existing deicing (in-flight removal of ice) and anti-icing 
(prevention of ice accretion) systems under in-flight icing 
conditions. An offline artificial neural network is used as an 
identification technique. The Kalman filter is used to increase 
the state measurement’s accuracy such that neural network 
training performance gets better. An aircraft linear model is 
simulated in time varying manner in terms of changing icing 
parameters in a system dynamic matrix and the obtained data 
are used in neural network training and testing. 

Hajiyev and Caliskan (2005) addressed the flight control 
system’s failures of sensor, actuator and control surface. The 
extended Kalman filter (EKF) was developed for nonlinear 
flight dynamic estimation of an F-16 fighter and the effects of 
the sensor and control surface/actuator failures in the 
innovation sequence of the designed EKF are investigated. A 
robust Kalman filter was used to isolate the control 
surface/actuator failures and sensor failures. 

Amato et al. (2006) proposed a nonlinear Unknown Input 
Observer (UIO) to detect and isolate sensor faults in an 
aircraft. To guarantee robustness against nonlinearities and 
disturbances H� theory is employed for the observer gain 
design. 

Kiyak et al. (2008) addressed the flight control system’s 
failures of sensor. They used residuals generated by an 
unknown input observer to detect fault and isolate the sensor 
failures in a VTOL dynamic model. Although there exist 
unknown inputs such as system non-linearities, noise and 
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disturbances, any single sensor fault could be detected and 
isolated correctly. They show this kind of observer is robust 
and flexible. 

In this study, a fault detection and accommodation procedure 
is implemented in a simple roll flight control system. The 
fault is detected using an unknown input observer and 
accommodation is obtained through some controllers. 
Controllers are compared with each other in terms of 
performances. 

2. FAULT DETECTION 

2.1  Observers 

An observer is a dynamical system whose state converges to 
the state of the plant (Hajiyev and Caliskan, 2003). 

Consider a continuous linear time invariant steady space 
model of the system: 

 
Cx(t)y(t)

Bu(t)Ax(t)(t)x
�

���
 (1) 

 
x 1nxR� , u 1mxR� , y 1nxR� , A nxnR� , B nxmR� , and C 

nxnR�  represents state vector, input vector, sensor output, 
system coefficient matrix, input coefficient matrix, and 
output coefficient matrix, respectively. 
The structure of the observer is described as: 

 Lu(t)Gy(t)Fz(t)(t)z ����  (2) 

 
where F nxnR�  observer dynamics, G nxnR�  

measurement distribution matrix, L nxmR�  control 

distribution matrix, and z(t) 1nxR�  observation vector. 

The error vector is given by: 

 Tx(t)-z(t)e(t) �  (3) 

 
Using Equation (1) and (2), derivative of the error vector is 
obtained: 

 TB)u(t)-(LGC)x(t)TA-(FTTx(t))-F(z(t)(t)e �����  (4) 

 
Equations;  

 0GCTAFT ���  (5) 

 0TBL ��  (6) 

 
are satisfied, equation (4) can be written as: 

 Fe(t)(t)e ��  (7) 

 
The solution of the Equation (7) is: 

 e(0)ee(t) Ft�  (8) 

 
If the matrix F is selected Hurwitz, the error approaches zero 
asymptotically: 

 0e(t)lim
t

�
��

 (9) 

 
and it follows: 

 Tx(t)limz(t)lim
tt ����

�  (10) 

2.2  Unknown Input Observers

Consider a continuous linear time invariant steady space 
model of the system: 

 
Cx(t)y(t)

Ed(t)u(t)BAx(t)(t)x
�

����
 (11) 

 
d  represents the unknown input vector and E  represents the 
unknown input distribution matrix. 

The structure of the unknown input observer is described as 
(Guan and Saif, 1991): 

 
Hy(t)z(t)(t)x̂

Ky(t)u(t)TBFz(t)(t)z
��

����
 (12) 

 
Here, x̂  represents the estimated state vector. 

The error vector is given by: 

 (t)x̂x(t)e(t) ��  (13) 

 
Using Equation (11) and (12), error vector is obtained: 

 
z(t)HC)x(t)(IHCx(t)z(t)x(t)

Hy(t)z(t)x(t)(t)x̂x(t)e(t)
�����
������

 (14) 

 
Using Equation (14), derivative of the error vector is 
obtained: 

 
HC)Ed(t)-(Iu(t)]B-[T-(I-HC)

C)H]y(t)-(A-HCA-K[K
C)]z(t)-(A-HCA-KC)e(t)-[F-(A-HCA-K(t)e

12

11

�

���

 (15) 

 
If the following relations hold true; 

 0E)IHC( ��  (16) 

 HCIT ��  (17) 

 CKHCAAF 1���  (18) 
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 FHK2 �  (19) 

 21 KKK ��  (20) 

 
then the derivative of the error vector (Equation (7)) will be 

Fe(t)(t)e ��  and, then the solution of the error vector is 

e(0)ee(t) Ft� . If F  is chosen as a Hurwitz matrix, the error 
goes to zero asymptotically. Hence, x̂  converges to x . 

3. FAULT DETECTION IN FLIGHT CONTROL SYSTEM 

The equations of aircraft motion are obtained from Newton’s 
second law by employing Taylor series expansion for 
multivariable functions to linear functions about the 
equilibrium points by considering the steady reference 
conditions. Using the steady space representation of the linear 
equations is useful for choosing the input vector which 
controls the surface’s motions that affect the value of each 
state variable (Mclean, 1990). Generally, aircraft motions are 
classified as longitudinal and lateral motions. In this paper 
those motions are assumed to be decoupled. Although the 
aircraft model is very complex, here, a simple roll flight 
control system for more understanding will be used. 

In Fig. 1, the block diagram of a simple roll flight control 
system is given (Nelson, 1998). 

The system is composed of a comparator, a controller, 
aircraft roll dynamics, and a sensor to measure the airplane’s 
roll angle. 

 
Fig 1. Block diagram of a simple roll flight control system. 

 

Here, 	  represents roll angle, e represents error vector, ref	  
represents desired roll angle. 

Stability derivatives and aerodynamic characteristics of a 
small piston engine general aviation airplane are (Roskam, 
2003): 

229.0C
al �



, 0147.0C

rL �



, 484.0C
pl �� , 174S � ft2, 

36b �  ft, 948I x �  slugft2, 6.49Q �  lb/ft2, 1.220u0 �  ft/s 

From the numerical aerodynamic characteristics 
a

L
  and 

pL  are calculated as: 

 75
I

QSbC
L

x

l a

a
�� 



  (21) 

 13
uI2

CQSb
L

0x

l
2

p
p ���  (22) 

The loop transfer function can be expressed as: 

 
)13s(s

K75
)Ls(s

KL
e

p

p

pa

�
�

�
�


	  (23) 

 
The gain Kp equals 0.05 and ref	  is the unit step input. 
Output of the system is changed after 50th second for sensor 
fault simulation. In this case, output of the system is obtained 
as in Fig. 2. The sampling time is 0.2 second. 

 
Fig 2. The output of the system. Sensor fault occurs at t=50 
secs. 

 

The error vector is obtained as in Fig. 3. 

 
Fig 3. The error vector. 

 

The matrices of the system are: 

 �
�


�
�

� ��
�

01
75.313

A , �
�


�
�

�
�

0
1

B , � �75.30C �  (24) 

 
The control input is the deflection of the aileron as: 

 au 
�  (25) 

 
The state vector is defined as: 

 �
�


�
�

�
�

	
p

x  (26) 

	)t(e k
ref	

Sensor

Roll DynamicsController
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p is roll rate and 	  is roll angle. F and T are chosen as: 

 �
�


�
�

�
�

�
�

100
010

F  , �
�


�
�

�
�

10
01

T  (27) 

 
The matrices G and L of the observer are obtained as: 

 �
�


�
�

� �
�

67.2
1

G , �
�


�
�

�
�

0
1

L  (28) 

 
Using parameters of the observer, the residuals are obtained 
as in Fig. 4. It is seen that after the 250th iteration (50 
seconds), the residuals has increased and the fault is detected.  

 
Fig. 4. The residuals. 

 

4. FAULT TOLERANT CONTROL 

After the fault detection and isolation, rapid accommodation 
is also important. Fault tolerant control can be accomplished 
in two ways: passive and active. Passive approaches make 
use of robust control techniques to ensure that a closed-loop 
system remains insensitive to certain faults using constant 
controller parameters and without use of on-line fault 
information. In active approaches, a new control system is 
redesigned using desirable properties of performance and 
robustness that were important in the original system, but 
with the reduced capability of the impaired system in mind 
(Patton, 1997). 

In this study, first the fault is detected, and then the structure 
of the controller is changed for accommodation. P, PD and PI 
controllers are used and the performances are compared with 
each other. Rise time, settling time and steady state error are 
used as basic design criterion.  

The aim of the controller of the closed loop control systems is 
to produce an output following a reference input. The 
controllers such as P, PD, PI and PID are widely used in 
practical applications with some variations depending on the 
plant or process structure. These controllers have some 
advantages and disadvantages. P type controller is known by 
its simplicity. The advantage of I type controller is that the 
output is proportional to the accumulated error. Thus, the 
error can be eliminated by the controller. The advantage of D 
type controller is that it will provide corrections before the 

error becomes large. P type controller’s main disadvantage is 
that there may be a fix steady state error. The disadvantage of 
I controller is that the system is less stable due to the 
additional pole at the origin. The disadvantage of D controller 
is that if the error is constant it will not produce a control 
output. 

Firstly, after the fault detection, a P controller is designed for 
a unity feedback flight control system. The closed loop 
transfer function is obtained as: 

 
)13s(s

K75
)s(G p

�
�  (29) 

 
The gain this point can be determined from the magnitude 
criteria as follows: 

 1
13ss

75K p
�

�
 (30) 

 
where 10s �� . A value of Kp is obtained as 0.4. Using this 
value, the output of the accommodated system is given by 
Fig. 5. 

 
Fig 5. Output response of the feedforward plus feedback 
control system to a unit step disturbance Kp = 0.4. 
 

Secondly, after the fault detection, a PD controller is 
designed and unity feedback is used. (Feedforward plus 
feedback control system). The feedforward transfer function 
is obtained as: 

 
)13s(s

)sKK(75
)s(G dp

�

�
�  (31) 

 
The closed loop transfer function can be shown to have the 
following form: 

 
pd

2
dp

ref K75s)13K75(s

)sKK(75
)s(

)s(
���

�
�

	
	  (32) 

 
Error of steady state is obtained as: 
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 ���
�

)s(GlimK
0s

k , 0
K1

1e
k

ss �
�

�  (33) 

 
The system is suitable for unit step input. 

On the other hand, the characteristic polynomial is obtained 
as: 

 0K75s)13K75(s pd
2 ����  (34) 

 
If 1K p �  is chosen and damping ratio is 0.707, 01.0Kd ��  
is obtained. Using these values, the output of the 
accommodated system is given by Fig. 6. 

 
Fig 6. Output response of the feedforward plus feedback 
control system to a unit step disturbance Kp = 1, Kd = -0.01. 

 

Finally, after the fault detection, a PI controller is designed 
and unity feedback is used. (Feedforward plus feedback 
control system). The feedforward transfer function is 
obtained as: 

 
)13s(s

)K/Ks(K75
)s(G 2

pip

�

�
�  (35) 

 
Error of steady state is obtained as: 

 ���
�

)s(GlimK
0s

k , 0
K1

1e
k

ss �
�

�  (36) 

 
The system is suitable for unit step input. 

On the other hand, the characteristic polynomial is obtained 
as: 

 0K75sK75s13s ip
23 ����  (37) 

 
If stability testing of Routh-Hurwitz is used, ip K077.0K �  

is obtained. Here, 5Ki �  and 10K p �  are chosen. Using 
these values, the output of the accommodated system is given 
by Fig. 7. 

 
Fig 7. Output response of the feedforward plus feedback 
control system to a unit step disturbance Kp = 10, Ki = 5. 

 

Performance of three controllers is given by Fig. 8. 

 
Fig 8. Output responses of the feedforward plus feedback 
control system to a unit step disturbance for different 
contollers. 

 

5.  CONCLUSION 
In this study, fault detection and accommodation for sensor 
faults are implemented by using aircraft’s flight control 
model. The fault detection and isolation is based on observers 
and accommodation is obtained by means of some 
conventional controllers. P, PD and PI controllers are used 
for accommodation. 

Larger values typically mean faster response since the larger 
the error, the larger the proportional term compensation. An 
excessively large proportional gain will lead to process 
instability and oscillation. Larger Kp decreased the rise time 
and the steady state error in the simulations. 

PD and PI controllers have very similar results. PD controller 
decreased the rise and settling times. PI controller decreased 
the rise and settling times, and significantly decreased the 
steady state error. A large fault effect results in more 
significant effects. 

In this study, it was found that the PI controller is the more 
proper one because the rise time and settling time are 
minimum. Moreover, the steady state error goes to zero 
rapidly. 
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Abstract: Nowadays, many systems keep working properly thanks to realization of some control 
activities. The principle control operation is the designing of the controllers. In this study, the comparison 
of the P, PID and fuzzy controllers are realized by utilizing the pitch angle control of an airplane. As the 
governing performance attributes of the system comparison, the settling time, the steady state error and 
overshoot value has been taken into consideration. In classical controllers, the outputs having the 
preferred performance could be obtained by adjusting the gain; whereas, for the fuzzy controllers better 
values could be obtained by depending on the number of input and output functions and the number of 
the rules for the simulations.

Keywords: Control system design, Conventional control, Controllers, Flight control, Fuzzy logic

�

1. INTRODUCTION 

Generally, the aim of close loop control is to control the 
outputs in a predetermined fashion by the feedback of the 
measured output. Figure 1 displays the block diagram of 
closed loop control system. Here, comparator compares the 
desired input value and output value measured by the sensor 
and produces an error signal (e(t)). Controller uses this error 
signal as the input and produces a decision signal depending 
on its own control type. Actuator is a dynamic component 
that uses this decision signal and produces a correction signal 
so as to minimize the error signal. It is clear that sensor both 
measures the value obtained in system output and converts it 
to a different signal types when needed. Thus, desired input is 
obtained in the output (Yuksel, 2001). 

Fig 1. Closed-loop control system block diagram 

The first thing necessary to design an automatic control 
system is a mathematical system suitable for the process or 
the whole system. The mathematical model of the controller 
can be developed and applied later on.  

Automatic control system design can be realized according to 
two different criteria. According to the design based on “time 
domain”, there are two important situations to consider in a 
system. The first one is “transient response” which depends 
on the stability of the system. A system is stable if every 
bounded input produces a bounded output. Transient 

response can be obtained by calculating rise time, overshoot 
rate and the time needed to reach steady-state situation. The 
second important situation for a system is steady-state 
response, which is determined by measuring steady-state 
error (Kuo, 2002). Figure 2 displays these concepts on unit 
step response of a second-degree closed loop system. It is 
very difficult to make a valid design for time domain for the 
systems higher than second-degree formations. 

Fig 2. Step response of a second-order system 

For systems with higher than second degree, frequency 
domain-based design is preferred, which utilizes certain 
methods such as Bode Diagram, Nyquist diagram and 
Nichols Chart (Kuo, 2002). 

As for the use of PID in aviation, we can see that it was used 
in the algorithm of flight control system of a helicopter. It is 
clear that desired success level is achieved through PID 
controller regardless of the necessity to know the certain 
mathematical model of the system (Musial et al., 2010).

PID controllers were used in an application using an 
unmanned helicopter in which PID controller was used for 
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position control and PI controller for speed control (Frost et 
al., 2000). 

In order to determine PID parameters, integral square error 
criterion method was used. Thanks to this PID controller used 
in longitudinal dynamic model of unmanned air vehicle, a 
fast transition to steady-state and a bit overshoot have been 
observed when a certain input is considered (Turkoglu, 
2008). 

Single input – single output and multi-layered PID controllers 
as well as an estimate controller that minimizes cost function 
were used in order to complete a mission given to an 
unmanned air vehicle (Kim and Shim, 2003). 

In this method called “Convex Combination Method”, Liu 
suggests designing experimental observations to develop 
performance criteria for various controllers. Later, if desired 
performance cannot be achieved through simple controllers, a 
new solution is searched through the combination of those. 
This method was realized first by choosing a PI controller for 
performance criteria regarding acceptable overshoot, quick 
response and small steady-state error in a pitch control 
system of an airplane and later by utilizing a convex PID 
controller together with this particular controller (Liu, 2003). 

When classical controllers do not suffice, fuzzy logic 
controller, neural network-based controller and genetic 
algorithm-based controller can also be used. In a study that 
used fuzzy controller providing stability during the whole 
flight, it was concluded that fuzzy logic controller’s 
parameters (membership functions, fuzzy rules etc.) might be 
improved (Gonsalves and Zacharias, 1994). It was claimed 
that a particular flight mission was completed successfully by 
a restructuring process conducted by fuzzy controller for an 
elevator breakdown in flight control system (Copeland and 
Rattan, 1994). Similarly, it was claimed that simple missions 
can be completed by a microprocessor that uses fuzzy 
controllers in unmanned air vehicles (Bickraj et al., 2006).  

In the current study, P, PID and Fuzzy controllers are 
compared for the pitch angel of an airplane. As the distinctive 
performance characteristics enabling comparisons, settling 
time, steady-state error and overshoot were determined. 

2. CONTROLLERS 

The most important phase of designing a control system is to 
determine the structure and the components of the controller. 
As for the control structure, serial, feedback, or various 
combinations; such as state feedback, serial feedback and 
forward feedback can be used. PID controllers are often used 
in the structure preferred. In addition to classical controllers, 
certain advanced control algorithm designs such as fuzzy 
logic, neural networks and genetic algorithm can also be 
used.  

2.1  Classical controllers 

The most commonly used control systems in industry is PID 
type controllers. In such a control system, control process is 
carried out in three different ways. The goal here is to keep 

constant the predetermined values regarding overshoot time, 
settling time and steady-state error as well as to ensure 
system stability (Yuksel, 2001). 

PID control is a control effect which combines the 
advantages of these three basic control effects into one single 
system. Integral effect reduces a possible constant steady-
state error in a system to zero. In addition, derivational effect 
increases quick response for the stability of the system 
according to whether only PI control effect is used or not. 
Accordingly, PID control component provides a quick 
response which has zero steady-state error in the system. 

PID control system is more complex and more expensive 
compared to other similar systems. Here, a desired control 
can be achieved by making appropriate settings 
regarding pK , iK  and dK  parameters. If these coefficients 
are not suitable, we cannot make use of the advantages of 
PID control. All three control parts are explained below in 
detail: 

Proportional term:

The proportional response can be adjusted by multiplying the 
error by a constant pK , called the proportional gain.

)t(epK)t(P � (1) 

Integral term: 
The magnitude of the contribution of the integral term to the 

overall control action is determined by the integral gain, iK . 

��
t

0
dt)t(eiK)t(I (2) 

Derivative term:

The magnitude of the contribution of the derivative term to 
the overall control action is termed the derivative gain, dK . 

dt
)t(deK)t(D d� (3) 

The effects mentioned above are formulized as m(t) control 
signal as a whole as follows: 

dt
)t(deKdt)t(eK)t(eK)t(m

t

0
dip � ���  (4)

Basically, when a dynamic structure needs controlling, PI 
controllers are suitable for this process, which can be 
explained with first degree differential equations. For 
instance, such controllers can be used to control water level 
in a water tank. PID controllers, on the other hand, are more 
appropriate for the situations when dynamic structure is a 
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secondary issue, such as the times when friction matters. As 
the system gets more complex, simple PID-type controllers 
may not be sufficient as well. 

2.2  Supervision algorithms 

Fuzzy logic 

Fuzzy logic controller is a control type in which verbal and 
intuitional nature of human beings is utilized. This type of 
controllers consists of fuzzification, fuzzy rules and 
defuzzification units.  

Fuzzification unit is the first unit of fuzzy process system. 
The knowledge received as the input for the unit in the forms 
of certain or feedback results become fuzzy after various 
changes. In other words; each piece of information is 
assigned a membership value, and verbalized, and later sent 
to fuzzy rules. The information that reaches fuzzy rules is 
combined with rule process. Data is already available in 
database in the unit. The logical suggestions mentioned here 
can be developed through numerical values depending on the 
structure of the problem as well. In the last phase, the results 
obtained through the use of logical decision suggestions 
suitable for the structure of the problem are sent to 
defuzzification unit. Finally, one more scale change is made 
for fuzzy cluster relations that are sent to defuzzification unit 
and each of these fuzzy pieces of information is converted to 
real numbers (Yen et al., 1995; Chen and Pham, 2001). 

With the emergence of microcomputers, the use of such 
controllers also expanded, especially for the applications 
regarding the systems where mathematical model is not 
applied appropriately (Yuksel, 2001). 

Neural networks 

Neural Networks consist of information processing centers, 
called neurons, which are intensely connected to each other 
and work in harmony in order to imitate human brain. In fact, 
process units are like a transfer equation. They receive 
information, initiate transactions by applying transfer 
function and produce an output. How information will be 
processed by a structure highly depends on transfer function, 
how it is connected to other networks and its own synaptic 
weights. 

Neural network is formed for a specific purpose and it learns 
through experiences just like human beings do. Neural 
Networks change their own structures and weights due to 
repeated inputs. Neural Networks can easily adapt itself to 
new situations just like the nervous systems of living 
creatures do. In other words, its structure might change 
according to internal and external stimulants and learning 
occurs accordingly. Connection weights are also taken into 
consideration during decision making phase. Although 
process units seem to be functioning alone, in fact a lot of 
neural networks operate simultaneously and display a 
“distributed and parallel computing” example (Neural 
networks, 2010). 

Genetic algorithm 

Producing practical and easy solutions for a variety of 
problems, simple genetic algorithm is the combination of 
three genetic processes; namely reproduction, crossover and 
mutation. These processes, which continue throughout a 
generation, end when the difference between optimal values 
obtained for the generations in maximization, when 
minimization problem is zero or when these values 
approximate to a certain predetermined value. In addition, 
genetic algorithms can be stopped after being repeated as 
many times as the certain number of generations that was 
determined at the beginning of the program. The higher the 
number is, the value to be obtained is more likely to be the 
optimal solution to the function (Isık, 2006). 

3. COMPARISON OF CONTROLLERS FOR THE 
CONTROL OF THE PITCH ANGLE OF AN AIRCRAFT 

The automatic pilot block diagram for a pitch angle control 
system of an aircraft is as follows (Nelson, 1998): 

Fig 3. Pitch angle control system 

The aircraft dynamics for a four-engine airliner with large 
fuselage with regards to a system given in Figure 3 is 

75.0s339.0s
16.1

2
i ��

�
�

�
�  and servo dynamic is 

10s
1

den

i
�
�

�
�
�

. The forward loop transfer function of the 

system is (Mclean, 1990): 

)i85.017.0s)(i85.017.0s)(10s(
16.1

den �����
�

�
� (5)

For this particular system, P and PID type controllers, as 
classic controllers, and fuzzy logic controller, as advanced 
control algorithm, will be used to complete the design, and 
later the results obtained will be compared. 

The root locus of the system was obtained as shown in Figure 
4. Here, horizontal axis represents real axis of the function in 
focus and vertical axis, the imaginary axis. 
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Fig 4. System root locus

With the help of root locus drawn, K gain for a particular 
point on root locus can be calculated through magnitude 
criteria. 

Table 1 displays the gains for the controllers obtained by 
using Ziegler-Nichols method. 

Table 1 Controller gains for P, PI and PID (Nelson, 1998) 

Controller pK iK dK

P upK5.0

PI upK45.0 u

p

T83.0
K45.0

u

PID upK6.0 u

p

T5.0
K6.0

u

)T125.0(K6.0 upu

If integral and derivation controller gains are assumed to be 
“0”, forward loop transfer function is: 

)75.0s339.0s)(10s(

K16.1
)s(G 2

p

���
� (6)

When Figure 4 is examined, it is seen that cut points of 
imaginary axis are i01.2�  In order to obtain 

upK  in Table 1 
following magnitude criteria can be applied: 

1
i85.017.0si85.017.0s10s

pK16.1 u �
�����

(7)

If s=2.0li is assumed for equation (7), 

53.29K
up � (8)

is obtained. On the other hand, Tu is: 

14.3
01.2

22Tu ���
	



	 (9)

According to values above, the following calculations were 
made: 77.14K p �  for P type controller; and 72.17K p � ,

32.11Ki �  and 93.6Kd �  for PID type controller. The unit 
step response obtained by using these gain values are 
displayed in Figure 5. 

Fig 5. Step response of P and PID Controllers

Steady-state error for the unit step input for a system with P-
type controller can be calculated analytically: 

kK1
1

sse
�

� (10)

Here kK  is position error coefficient, which can be obtained 
as follows (Yuksel, 2001): 

5.7s14.4s339.10s

K16.1
limK 23

p

0s
k

���
�

�
(11)

The result here is 3.0ess � . 

Due to the integral effect in PID-type controller, ��kK  and 
0ess � . When Figure 5 is examined, it is seen that steady-

state error for P-type controller is quite high (approximately 
30 % of the input) and settling time is quite long. 

Settling time for PID-type controller, however, is relatively 
shorter and steady-state error is “zero”.

The error in the system, the change in the error and
membership functions belonging to the output were defined 
in Figure 6, Figure 7 and Figure 8. Intuitional method was 
used while determining membership functions. 
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Fig 6. Membership functions for the error 

Fig 7. Membership functions for the derivative error 

Fig 8. Membership functions for the output 

Fuzzy rules for the system were formed as shown in Table 2. 

Table 2 Rule base table for the system 

Unit step response of the system was obtained as in Figure 9 
by using the fuzzy rules in Table 2 and the membership 
functions in Figure 6-8.

Fig 9. Step response of the fuzzy logic controller 

When Figure 9 is examined, it is observed that the settling 
time for the system with fuzzy controller is shorter than the 
system with P and PID controller given in Figure 5. As for 
overshoot, it is seen that the system using fuzzy controller 
has better performance than other two controller types.  

5. CONCLUSIONS 

In this study, the designs for pitch angle control, which are 
quite significant for flight control systems, were examined by 
using both classic P and PID controllers and fuzzy controllers 
and the results were compared accordingly. 

It was found that settling time obtained through P-type 
controller is considerably longer and steady-state error is 
higher.

In addition, settling time for the system with PID controller is 
relatively shorter than that of the system with P- type 
controller. A well-designed PID controller reflects together 
the advantageous characteristics of systems with PI and PD 
controllers that are designed separately.  

Similarly, settling time for a system with fuzzy logic 
controller is shorter than those of the systems with P and PID 
controller. As for overshoot, the system with fuzzy logic 
controller has a better performance than those with P and PID 
controllers. A well-designed fuzzy controller can produce an 
output with a better performance. This study did not use 
unknown inputs occurring due to meteorological conditions 
and failures in aircraft dynamics. The dynamic model used in 
the study is the non-linear model linearized through Taylor 
series. When dynamic model is non-linear, desired 
performance cannot be achieved through a simple controller 
(classic and linear PID). In this situation, non-linear PID 
design should be preferred.  

In real life, many systems have a nonlinear model. The 
solution here might be the linearization of nonlinear 
equations under certain conditions. When linearization is not 
applied, on the other hand, it is not possible to control the 
system by using a basic controller. The best solution in such 
situations might be the use of higher level control algorithms. 
Fuzzy logic and artificial neural networks controllers and 
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nonlinear controllers can be considered for the further studies 
on the topic of the current study. 
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Abstract:

In this paper, the fault detection and estimation in discrete-time systems whose output
measurements from different sensors are acquired through a network is addressed. An observer
that estimates the states and the faults is used in which the updating gain depends on the
sensors availability. The process is assumed to be affected by disturbances of known bounds,
and the proposed approach allows to achieve a compromise between the time response of the
fault detector and the disturbances attenuation (related to the faults detection threshold).
Two strategies are proposed: in the first one, the threshold is fixed, and the response time
is minimized. In the second one, the response time is fixed, and the threshold is minimized. In
both cases, the observer design is based on H∞ norms minimization via LMI.

Keywords: Fault detection and isolation; Observer-based fault detection; Unknown input
observer; LMI; Networked control systems; Threshold; False-alarm rate;

1. INTRODUCTION

The model based fault detection has been widely studied
in the literature. In Chen and Patton [1999] a good
survey of the different approaches can be found. One well
known strategy consists of using an observer to estimate
some process variables (typically states or outputs), and
then to build a residual from the estimation error, whose
evaluation leads to the fault detection, isolation and/or
identification. Another approach is based on using a filter
to estimate the fault signal. The estimated fault is then
evaluated to detect, isolate or identify faults. One of
the approaches to design both types of estimators is
based on the use of norms of the transfer functions from
disturbances and faults to the estimation error (see Rank
and Niemann [1999]).

With respect the residual based approach, the most widely
used norms are the H∞ from disturbances to residual, and
the H norm from faults to residual. A minimization of the
quotient or the squared difference of those norms is usually
proposed for the design, leading after complex manipu-
lations to a set of LMI that must be solved iteratively.
Some examples of this approach are Ding et al. [2000],
Henry and Zolghadri [2005], Hou and Patton [1996], Wang
et al. [2007], Zhong et al. [2003]. In Henry and Zolghadri
[2006] this approach is compared to the fault estimation
one, concluding that both approaches can reach a similar
performance.

With respect the fault estimation approach, it is based
on the use of the H∞ norms from the disturbance and
faults to the fault estimation error, leading after relatively
simple manipulations to a LMI problem. In Henry and
Zolghadri [2006] a fault estimation filter is proposed, where

� This work was supported by CICYT project number DPI2008-
06731-C02-02/DPI

the design is based on imposing those norms to be lower
than two constants. However, no suggestions are made
in how to select those constants (in the example one
of the constants is fixed to an arbitrary value, and the
other one is minimized). In Gao et al. [2008] a fault
estimator filter is proposed, and for the design, only
the norm of the fault estimation error with respect the
disturbance is minimized. This leads in general to a very
slow fault estimation dynamics (in order to filter out
the disturbances). Furthermore, the process input is not
considered in the fault estimation filter equation, leading
to changes in the estimation due to changes in process
input.

On the other hand, in many practical applications the
measurements are not available in a regular periodic basis
due to, for instance, the use of a network that transmits the
information of the sensors with data dropout, or because
of the use of slow sensors or destructive sample analyzing
devices whose measurements are scarcely available in time.
This situation has recently been dealt with in some works,
but assuming a periodic sampling framework, as in Izadi
et al. [2005], Li et al. [2005], Wang et al. [2008]. Other
works, as Gao et al. [2008], He and Zhou [2008], Zhang
et al. [2004] have dealt with the irregular measurement
case due to network constraints from a stochastic perspec-
tive, assuming the data availability follows a stochastic
model. However, these works assume that the outputs are
all available (or not) at the same time, and propose a time
invariant fault detection filter that is made robust to the
missing measurements probability distribution , leading to
a conservative design.

In the present paper, a time variant fault estimator is
proposed, that uses a simple extended model of the process
to build an observer that includes the fault signals. The
estimator gain depends on the availability of measure-
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ments from the different sensors, that are assumed to be
connected to the network at different nodes (and hence
each sensor measurement could be available at different in-
stants). The estimator is based on the use of an integrator
in the fault equation, leading to a simpler strategy than the
one considered in Henry and Zolghadri [2006]. The known
process input is taken into account and hence its effect
is fully compensated (for perfect model assumed), as a
difference with Gao et al. [2008]. The network communica-
tion constraint between the sensors and the fault detection
estimator is modelled by a simple probability of successful
data transmission every period, leading to a finite set
of possible scarce measurement scenarios, defined by the
number of periods between consecutive measurements and
the available sensors, with their associated probability of
occurrence. The estimator gains are then defined as a func-
tion of those scenarios, guaranteing the fulfilment of the
required expected performance by means of the solution
of a set of LMI. Besides, the norm of the fault estimation
error with respect disturbances as well as with respect the
faults are considered, leading to two strategies to design
the fault estimator if the bounds of disturbances norms are
assumed to be known. In the first strategy, the threshold
of the minimum detectable fault is fixed and then the
response time of the fault estimator is minimized. In the
second strategy, the response time of the fault estimator is
fixed, and the fault detection threshold is minimized. Both
approaches allow to achieve a desired compromise between
disturbance attenuation (and hence minimum detectable
fault) and fault detector time response. In both cases, a
convex LMI minimization problem is solved. The layout of
the paper is as follows: section 2 describes the problem, in-
cluding the process model, the network operation assumed
(and the resulting measurement availability pattern) and
the proposed observer equation, in section 3 the estimation
error dynamics is obtained, section 4 describes the design
of the observer based onH∞ optimization via LMI, section
5 shows an illustrative example, and in section 6 the
conclusions are summarized.

2. PROBLEM STATEMENT

The ZOH discrete equivalent of the continuous linear
time invariant process is assumed to be described by the
equation

x[t + 1] = Ax[t] + Bu u[t] + Bw w[t] + Bf f [t], (1a)

where x ∈ R
n is the state, u ∈ R

nu are the known (or mea-
sured) inputs, w ∈ R

nw is the state disturbance, f ∈ R
nf

is the fault vector, and t is control period time counter.
Each sensor, or group of sensors, is assumed to be con-
nected to a different network node. It takes a measurement
every period t and tries to send it to the controller and
fault detection estimator node. If the measurement can
not be sent during the control period t it is discarded (lost)
and a new measurement is taken. A constant probability,
βi, is assumed for the event of the sensor i transmitting a
measurement to the controller during one control period.
In the case of successful transmission, a delay lower than
one control period is assumed. As a consequence of the
assumed network operation, the measurements are only
available at some periods t = tk (that will depend on
the probabilities βi). The measurements are also assumed

to be affected by noise and possible faults, hence the
measurement equation is

mi,k = ci xk + di uk + vi,k + hi fk, i = 1, . . . , nm (1b)

where mi,k is the measurement of the i-th sensor at
the k-th sampling instant (not all sensors are available
simultaneously) vi,k is the i-th sensor noise, nm is the
number of sensors, and xk and uk represent the state and
the input at instant t = tk, i.e. xk = x[tk], uk = u[tk]
(subindex k ∈ N is used to represent the value of a signal
at a scarce sampling instant t = tk). The system (1) is
assumed to be detectable.

The values of different sensors mi are received at different
sampling instants, but at least one element is assumed to
be available at instant t = tk. The number of control input
periods from tk−1 to tk is denoted with Nk = tk−tk−1 and,

therefore, tk =
∑k

i=1 Ni represents the instant in which
the t-th input update occurs and the k-th sample with the
values of the available sensors is received.

Let us define the sensor availability factor αi,k of the i-th
sensor for every sampling instant t = tk as

αi,k =

{
1, if mi is received at t = tk,
0, if mi is not received at t = tk,

Let us now define the availability matrix as

αk = diag{α1,k, . . . , αnm,k}. (2)

If all measurements are received at instant t = tk, then
αk = I. Depending on the measurements successful
transmission pattern, there can be different values for
matrix αk and they are assumed to belong to a known
set

αk ∈ Ξ = {α1, . . . ,αr}. (3)

In the general case, any combination of available sensor
measurements is possible, leading to r = 2nm − 1. A
new parameter sk is introduced to define the sampling
scenario as the combination (Nk,αk) at the time of the
k-th sampling reception. The parameters Nk and αk can
now be written as a function of sk: Nk = N(sk), and
αk = α(sk).

The controller’s probability of receiving an output mea-
surement from sensor i in one period, βi, can be expressed
in terms of the output availability factor as:

βi = P (αi[t] = 1). (4)

The complementary probability of failing on receiving an
output sample from sensor i is P (αi[t] = 0) = 1−βi. With
these definitions, the probability of having a sampling
scenario defined by N(sk) and α(sk) is given by

P{sk} =

(
nm∏
i=1

(1− βi)
N(sk)−1

)
nm∏
i=1

(1−βi)
1−αi(sk)(βi)

αi(sk)

(5)

Remark 1. Let αi[t] (i = 1, . . . , nm) be binomial variables
with P{αi[t] = 1} = βi. Let us call N ∈ N the
number of periods between two consecutive instants with
measurements reception, i.e., such that αi[t + j] = 0 for
i = 1, . . . , nm and j ∈ {1, N − 1}. For a given ε ∈ (0, 1), if
Nmax ∈ N is chosen to fulfill

Nmax >
ln(ε)∑nm

i=1 ln(1− βi)
, (6)

then, P{Nj > Nmax} < ε.
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With the previous result, the possible scenarios with a
probability greater than 1 − ε are all the possible com-
binations of αk ∈ Ξ and N(sk) ∈ N = {1, . . . , Nmax}, and
can be characterized by the probability (5). The sampling
scenario simply enumerates all of those combinations lead-
ing to a set sk ∈ S = {1, . . . , Nmax · 2nm−1}. Note that the
smaller the value of ε, the larger the value of Nmax, and,
therefore, the number of possible scenarios to take into
account.

3. FAULT ESTIMATION

In order to estimate the fault vector, an extended order
model is used. The fault vector evolution can be written
as f [t + 1] = f [t] + Δf [t], where Δf [t] is the variation of
the fault from instant t to t+1. The system dynamics can
be rewritten as[
x[t + 1]
f [t + 1]

]
=

[
A Bf

0 I

] [
x[t]
f [t]

]
+

[
Bu

0

]
u[t]+

[
Bw 0

0 I

] [
w[t]
Δf [t]

]
.

(7)

where a new state vector is introduced including the fault,
and its variation from one period to the next is considered
as a disturbance. The following notation is introduced for
the extended order model:

x̄[t + 1] = Ā x̄[t] + B̄u u[t] + B̄ww̄[t]. (8a)

The measurement equation is now written as

mi,k = [ci hi]︸ ︷︷ ︸
c̄i

x̄k + di uk + vi,k, i = 1, . . . , nm. (8b)

where a new vector c̄i has been introduced. The order of
the extended order system will be noted as n̄ = n + nf .
It is assumed that the system (8) is detectable for any of
the possible measurement patterns. This extended order
model is used to estimate the system faults as follows.
Initially, the state is observed running the model in open
loop, leading to

ˆ̄x[t−] = Ā ˆ̄x[t− 1] + B̄u u[t− 1], (9a)

where a null disturbance and fault change are considered
as their best estimations with the available information.
Depending on the availability of a new measurement at
t = tk (i.e. some mi has been received successfully), the
estimated state is updated by

ˆ̄x[tk] = ˆ̄x[t−k ]+

nm∑
i=1

�i,k (mi,k− c̄i ˆ̄x[t−k ]−di uk)αi,k. (9b)

where �i,k is the gain vector used to update the estimated
state with the measurement mi,k. If there is no measure-
ment available, the best estimation is the one obtained
running the model in open loop, i.e. ˆ̄x[t] = ˆ̄x[t−]. Finally,
the fault estimation vector is obtained from the extended
vector state as

f̂ [t] = [0nf×n I] ˆ̄x[t] = Cf ˆ̄x[t], (9c)

where 0nf×n is a null matrix of the indicated order.

The dynamics of the fault estimation error depends on the
matrix gain

Lk = [�1,k �2,k · · · �nm,k] (10)

defined at measuring instants (t = tk), that must be
designed to assure: the observer stability, robustness to
the irregular data availability, a proper attenuation of the
disturbances and measurement noises and a fast tracking

of the real fault. In order to design the fault detector (9)
with these properties, the prediction error dynamic equa-
tion must be obtained.

Lemma 2. (Fault estimation error dynamics). The fault es-
timation error dynamics of the algorithm (9) applied to
system (8) when there is at least one measurement avail-
able every Nk input periods (with Nk time variant de-
pending on the network traffic), is described by the linear
time-variant system

˜̄xk =

(
I −

nm∑
i=1

�i,k c̄i αi,k

)
ĀNk ˜̄xk−1 −

nm∑
i=1

�i,k vi,k αi,k

(11a)

+

(
I −

nm∑
i=1

�i,k c̄i αi,k

)
Nk∑
j=1

Āj−1B̄ww̄[tk − j]

f̃k = Cf ˜̄xk (11b)

that is updated every measuring instant. The estimation
error vector is defined when a measurement is available
(t = tk) as ˜̄xk ≡ ˜̄x[tk] = x̄[tk] − ˆ̄x[tk], while the fault

estimation error is defined as f̃k = f [tk]− f̂ [tk].

Proof. The proof is based on the recursive application
of (9a) for packet dropout, and application of (9b) when
successful reception of measurements occur.

The goal of the present work is to find a procedure to
design the matrix Lk such that the system (11) attains pre-
scribed stability, disturbance attenuation and fault track-
ing conditions. The design of gain Lk is addressed by as-
suming a different matrix gain for each pair (Nk,αk), i.e.,
for each possible value of the network sampling parameter
sk. The calculation of matrices Lk is done off-line and gives
as a result a finite set of gains

Lk = L(sk) ∈ L = {L(1),L(2), . . . ,L(q)}. (12)

where q is the number of possible sampling scenarios.
Every time a new measurement is received (with values
of one or more sensors), a different gain Lk (depending
on the value sk) is applied to update the state estimation
with equation (9b).

Remark 3. If a new vector gathering the noise at mea-
surement instant and the extended disturbances between
received measurements is defined as

Wk =
[
vT

k , w̄[tk − 1]T , w̄[tk − 2]T , · · · , w̄[tk − β]T
]T

,

with β = max{N}, (the maximum number of intersam-
pling periods Nk), and defining the observer gain matrix as
in (12), the estimation error dynamics (11) can be written
parametrically as

˜̄xk = A(sk) ˜̄xk−1 + B(sk)Wk (13a)

f̃k = Cf ˜̄xk, (13b)

where

A(sk) = (I −L(sk)α(sk) C̄) ĀN(sk),

B(sk) =
[−L(sk)α(sk) (I −L(sk)α(sk) C̄)Λ(N(sk))

]
.

With the introduction of parameter sk the error dynamics
is represented as a linear time parametric varying system.
As the parameter has only a set of previously known pos-
sible values (the sampling scenarios), the error dynamics
behaves as a jump linear system and H∞ LMI based
approaches can be applied.
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4. H∞ FAULT ESTIMATOR DESIGN

In order to design a stable fault detector that estimates
as fast as possible the faults and minimizes the false-
alarm ratio, the knowledge about the disturbances w
and measurement noises v is taken into account, and its
attenuation is dealt with usingH∞ performance. The fault
magnitude is assumed to be previously unknown, although
the fault detection threshold is used as a design parameter.

Two different design strategies are addressed. The first one
consists of fixing the fault detection threshold and then
finding the fault estimator that minimizes the response
time, while imposing an adequate disturbances attenua-
tion level in order to avoid the fault estimation to reach the
predefined threshold in the absence of fault. The second
strategy consists of fixing the desired time response of the
fault detector and then maximizing disturbances attenua-
tion and finding the threshold that defines the minimum
detectable fault.

Theorem 4. (Robust H∞ performance). Consider the fault
estimation algorithm (9) applied to system (1) where the
measurements of each sensor are received every period
with a known probability βi. Assume there is at least
one received measurement every Nk < Nmax periods (with
Nmax fulfiling (6) for a given small ε), and that the sensors
availability every time there is a successful transmission is
given by the matrix αk ∈ Ξ. Assume there are q different
possible combinations of Nk and αk. For given constants
γv1

, . . . , γvnm
, γw1

, . . . , γwnw
, γf1

, . . . , γfnf
, assume that

there exist matrices P = P� ∈ R
n̄×n̄, X(j) ∈ R

n̄×nm ,
j = 1, . . . , q such that⎡

⎣ P̄ MA MB

M�

A P −C�

f Cf 0

M�

B 0 Γ

⎤
⎦ � 0, (14)

with
P̄ = diag{P , . . . ,P } (15a)

MA =

⎡
⎢⎣
√

p1

(
P −X(1)α(1) C̄

)
AN(1)

...√
pq

(
P −X(q)α(q) C̄

)
AN(q)

⎤
⎥⎦ ,

MB =

⎡
⎢⎣−
√

p1X(1)α(1)
√

p1(P −X(1)α(1) C̄)Λ(N(1))
...

−√pqX(q)α(q)
√

pq(P −X(q)α(q) C̄)Λ(N(q))

⎤
⎥⎦

where

Γ = diag{Γv,Γ′w},Γ′w = diag{rNmax
Γw̄, . . . , r1Γw̄},

Γv = diag{N̄1γv1
, . . . , N̄nm

γvnm
},Γw̄ = diag{Γw,Γf}

Γw = diag{γw1
, . . . , γwnw

},Γf = diag{γf1
, . . . , γfnf

}.
and the probabilities pj , rj and N̄i are defined as follows.
pj is the probability of having a sampling scenario sk = j
given by

pj =

(
nm∏
i=1

(1− βi)
N(j)−1

)
nm∏
i=1

(1− βi)
1−αi(j)β

αi(j)
i ,

rj is the probability of having j − 1 samples without
measurements, rj =

∏nm

i=1(1 − βi)
j−1, and N̄i is the

expected value of the time between received measurements

for each sensor: N̄i =
∑Nmax

j=1 j · (1−βi)
j−1βi. Assume also

that

lim
K→∞

K∑
k=0

N̄iv
2
i,k = lim

T→∞

T∑
t=0

vi[t]
2 (16)

lim
K→∞

K∑
k=0

Nmax∑
j=1

rjwi[t + j − 1]2 = lim
T→∞

T∑
t=0

wi[t]
2 (17)

Then, defining the fault detector gain depending on the
sampling scenario index j as L(j) = P−1X(j), the fault
estimation defined by algorithm (9) fulfils:

• Converges asymptotically to zero in average in the
absence of disturbances and faults.

• Under zero initial conditions and no faults, the fault
estimation error at sampling instants is bounded by

E‖f̃k‖2RMS < ‖Γ1/2
v v[t]‖2RMS +‖Γ1/2

w w[t]‖2RMS (18)

• Under zero initial conditions and no disturbances, the
fault estimation error at sampling instants is bounded

by E‖f̃k‖22 < ‖Γ1/2
f Δf [t]‖22

Proof. Introducing X(j) = PL(j) in (14), apply-
ing Schur complements and multiplying inequality by
[˜̄x�k−1 W

�

k ] on the left, and by its transpose on the right,
one obtains

q∑
j=1

⎛
⎝pj

�

(A(j)˜̄xk + Bc(j)Wk)︸ ︷︷ ︸
�

P (�)

⎞
⎠− ˜̄x�k−1P ˜̄xk−1

+ f̃�k−1f̃k−1 −W
�

k ΓWk < 0,

Then under null disturbances, noises and faults, and defin-
ing the Lyapunov function Vk = ˜̄x�k P ˜̄xk, the previous ex-
pression leads to E{Vk} < Vk−1 that assures asymptotical
convergence in average of the extended state estimation
error (and hence of the fault estimation).

Now, if a null initial condition is assumed (˜̄x0 = 0), adding
from k = 1 to k = K one obtains

E{V}K +

K∑
k=1

(
f̃�k−1f̃k−1 −W

�

k ΓWk

)
< 0. (19)

As P � 0, then E{V}K > 0, leading to
K∑

k=1

(
f̃�k−1f̃k−1 −W

�

k ΓWk

)
< 0. (20)

Introducing the definitions of Γ and Wk in the previous
expression it leads to

K∑
k=1

(
f̃�k−1

f̃k−1 −

nm∑
i=1

γviN̄iv
2
i,k− (21)

Nmax−1∑
j=0

rj+1

(
nw∑
i=1

γwiwi[tk−1 + j]2 +

nf∑
i=1

γfi
Δfi[tk−1 + j]2

))
< 0.

If the faults are assumed to be null, using equations (16)
and (17), dividing the above expression by K and taking
limits when K tends to ∞, the RMS norm of the signals
is obtained, and therefore, the fault estimation error is
bounded by

‖f̃k‖2RMS <

nm∑
i=1

γvi
‖vi[t]‖2RMS +

nw∑
i=1

γwi
‖wi[t]‖2RMS =

= ‖Γ1/2
v v[t]‖2RMS + ‖Γ1/2

w w[t]‖2RMS ,

This bound is related to the minimum size of a fault to be
distinguishable from the disturbances effects.
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On the other hand, if null disturbances and measurement
noise are assumed, taking limits as K tends to ∞ in
equation (21) one obtains

‖f̃k‖22 <

nf∑
i=1

γfi
‖Δfi[t]‖22 = ‖Γ1/2

f Δf [t]‖22, (22)

If the fault is a step signal, then Δf is an impulse, and Γf

is related to the number of samples needed by the fault
detector to reach the real fault value.

Remark 5. The previous theorem demonstrates the sta-
bility of the fault estimator and gives the gains L(j) to
be applied when Nk ∈ {1, . . . , Nmax}. Nevertheless some
scenarios with larger Nk can be possible (with a small
probability lower than ε) and the stability and the gain to
be applied are not stablished. However, the values of L(j)
for a given combination of sensors converges to a given
value as N increases. Therefore, if Nmax is large enough
(ε low enough), when a value Nk > Nmax occurs, the gain
corresponding to the combination of sensors and Nmax is
proposed to be applied.

On the other hand, if the value of Nk is larger than Nmax

for some sporadic instants, the predictor is still stable if
the following condition is fulfilled:

σmax(A)

(
1−

nm∏
i=1

(1− βi)

)
< 1 (23)

where σmax(A) denotes the maximum singular value.
This condition is always true for stable systems. For
unstable systems the condition will hold if the transmission
probability is sufficiently high. This can be demonstrated
as follows. Between measuring instants the fault estimator
runs in open loop. Then, for a given sampling instant tk,
the expected value of the state prediction error norm at
the next sampling instant (when some sensor l is available)
can be expressed as

E||x̃k+1|| = βl

∞∑
j=1

nm∏
i=1

(1− βi)
j−1||Ajx̃k||

This value can be bounded by

E||x̃k+1|| < βl∏nm

i=1(1− βi)

∞∑
j=1

(
nm∏
i=1

(1− βi)σmax(A)

)j

||x̃k||,

that is a finite value only if (23) is fulfilled.

The previous theorem allows to define two strategies in the
design of the fault estimator, assuming that the norms of
disturbances and measurement noise are known.

The first strategy consists of fixing the minimum fault
to be detected (fmin), and then minimizing the response
time of the estimator. For this purpose, the following
minimization problem

Minimize trace(Γf ), subject to LMI (14), and
nm∑
i=1

γvi
‖vi[t]‖22 +

n∑
i=1

γwi
‖wi[t]‖22 < (fmin/p)2 (24)

along variables γvi
, γwi

, Γf , P and X(sk), leads to
the fastest fault detector assuring, with a probability
depending on p, that the fault estimation will be under
fmin for no faults. When a fault occurs, the time needed by
the fault detector to reach the fault value is proportional
to γfi

, according to equation (22).

The second design strategy is based on fixing the response
time (by fixing a constant γf,min), and minimizing the
threshold (minimum detectable fault). In this case, the
minimization problem

Minimize

nm∑
i=1

γvi
‖vi[t]‖22 +

n∑
i=1

γwi
‖wi[t]‖22

subject to LMI (14), and trace(Γf ) < γf,min (25)

along variables γvi
, γwi

, Γf , P and X(sk), leads to the low-
est fault threshold for a given response time (determined
by γf,min). The threshold is defined as

(fmin/p)2 =

nm∑
i=1

γvi
‖vi[t]‖22 +

n∑
i=1

γwi
‖wi[t]‖22.

where p depends on the desired probability of false alarms.
The fault detection logic is simply{

if ‖∑k
k−R+1 f̂i/R‖2 < f2

min → no fault

if ‖∑k
k−R+1 f̂i/R‖2 > f2

min → fault
(26)

where the false alarm probability depends on R and p.
For example, if the disturbances are independent gaussian
signals, for R = 1 and p = 3 the false alarm probability
is about 0.3% in every measurement, while for R = 3 and
p = 2 it is less than 0.1%.

5. EXAMPLES

Consider an industrial continuous-stirred tank reactor
with process matrices (Gao et al. [2008]):

A =

[
0.9719 −0.0013
−0.0340 0.8628

]
,Bu =

[−0.0839 0.0232
0.0761 0.4144

]
,

Bw = Bu,Bf =

[−0.0839
0.0761

]
, C̄ =

[
1 0 0.01
0 1 0.01

]
,

d1 = d2 = [0 0] .

It is assumed that the probability of receiving a measure-
ment from the first sensor is β1 = 0.4, while for the second
one it is β2 = 0.3 (they have different network access
priorities). Taking a value of ε = 0.0001, the maximum
sampling period to take into account (fulfilling (6)) is
Nmax = 11. The measurement noises variances are 0.0052

and 0.052, while the white noise input disturbances vari-
ances are 0.0012.

Assume that faults larger than 0.2 must be detected as
fast as possible. For this purpose, the threshold fmin = 0.4
(with p = 2) is fixed and minimization problem (24) is
solved leading to a set of 33 gain matrices L(sk) and an
index γf = 39.3. In figure 1 a simulation is shown for this
fault detector where a fault of size 0.8 has been considered.
As can be observed, the time needed to reach the 95% of
the real fault value is about 11 control periods (with the
second measurement).

Assume now that a detector about 10 times slower than
the previous one can be admissible in order to reduce the
threshold and hence the minimum detectable fault. For
this purpose, an index γf = 500 is fixed and minimization
problem (25) is solved, leading to a set of 33 observer
gain matrices L(sk) and a threshold of fmin = 0.142 (with
p = 2). In figure 2 a simulation is shown where an small
fault of 0.3 units has been applied in order to show the
time response of the fault detector and the accuracy on
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Fig. 1. Fault(–), fault estimation (- -), sampling times (·),
and threshold. fmin = 0.4.
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Fig. 2. Fault(–), fault estimation (- -), sampling times (·),
and threshold. γf = 500.

fault detection. It can be seen how fault errors due to
disturbances and noise measurements are below the given
threshold. The time needed by the fault detector to reach
the 95% of the real fault value is about 50 control periods
(11 avaliable measurements).

Comparing both designs, it is easy to see that the use of a
threshold of fmin = 0.142 in the first fault detector would
have led to several false alarms, while using a threshold of
fmin = 0.4 in the second detector, the fault would’nt have
been detected.

6. CONCLUSIONS

In this work, the design of a fault detection and estimation
algorithm for linear systems with several sensors connected
with the fault detector through a network, is addressed.
The fault detector is addressed as an observer whose states
and faults estimation is updated with the scarcely avail-
able measurements. H∞ performance has been taken into
account, making the observer robust to the disturbances
and the irregular data availability with its associated prob-
ability.

Two different design strategies have been proposed, show-
ing a compromise between disturbances attenuation and
convergence speed of the fault estimator. On one hand,
an strategy that minimizes the response time for a given
threshold has been proposed. On the other hand, an strat-
egy that minimizes the fault threshold (i.e., maximizes the

disturbances attenuation) for a given convergence speed
has been addressed.

The proposed strategies give as a result a gain scheduled
observer where the observer estimation update gain is
a function of the sensor availability and its probability.
Some simulations have illustrated the design compromise,
demonstrating the validity of the proposed approach.

The use of different thresholds (possibly adaptive), for
independently detecting each element of the fault vector,
will be investigated in future works.
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Abstract: The use of a Proportional-Integral-Derivative (PID) plus feedforward technique for
a temperature control loop in a Water For Injection (WFI) utility in a pharmaceutical plant is
described in this paper. In particular, the process considered consists in cooling the WFI which
has to fill a tank for the production of insulin. In this context, the use of an optimal feedforward
action allows to fill the tank in a short time by satisfying at the same time the tight temperature
constraints.

1. INTRODUCTION

Proportional-Integral-Derivative (PID) controllers are the
controllers most adopted in industry due to the good
cost/benefit ratio they are able to provide. In fact, they
can provide satisfactory performances for a wide range
of processes, despite their ease of use. Tuning and auto-
matic tuning techniques have been developed to help the
operators to select appropriate values for the parameters
in such a way that less and less specific knowledge is
required to use them (O’Dwyer, 2006; Leva et al., 2001).
However, it is well known that the performances of these
controllers much depend, in addition to the tuning of
the PID parameters, to the appropriate implementation
of those additional functionalities, such as anti-windup,
set-point filtering, feedforward, and so on (Åström and
Hägglund, 2006; Visioli, 2006). Methodologies for the ef-
fective design of such a features are nowadays easier and
easier to implement, due to the increase of computational
power available in industrial plants.

In this context, a design method for a PID plus feedforward
controller has been proposed in (Visioli, 2004), aiming at
achieving a minimum output transition time, subject to
actuator constraints, when a set-point change is required.
The technique relies on assuming a first-order-plus-dead-
time (FOPDT) model of the process and on applying the
maximum actuator effort for a determined time interval.
Then, in order to cope with the unavoidable model un-
certainties, the PID parameters are tuned according to
any conventional method and the reference signal for the
closed-loop is determined by filtering appropriately the
step reference signal. In this way, a high performance is
obtained in set-point following task without impairing the

load rejection capabilities.

In this paper we show an interesting application of this
PID plus feedforward methodology. In particular, a plant
for the production of insulin has been considered, in which
the distribution of Water For Injection (WFI) plays a key
role. This kind of water is a highly purified water, with
requirements defined by three standards mainly used in the
pharmaceutical industry (US Pharmacopea, EU Pharma-
copea, and Japanese Pharmacopea). In order to keep a low
microbiological content, WFI is kept at a high temperature
and continuously recirculating using closet circuits (called
loops), starting from a storage tank. However, production
lines and machines in several production steps require WFI
at a temperature much lower than the one at which the
WFI is recirculated in the loop. For this reason fast set-
point changes are often required and therefore this kind
of control task is suitable to be tackled with the PID plus
feedforward technique proposed in (Visioli, 2004).

The paper is organized as follows. In Section 2 the PID
plus feedforward technique is reviewed. Then, the plant
and the control task are described respectively in Section 3
and 4. Experimental results are given in Section 5. Finally,
conclusions are drawn in Section 6.

2. PID PLUS FEEDFORWARD DESIGN

Typically, a PID plus feedforward control scheme, for the
purpose of improving the set-point response, is imple-
mented as shown in Figure 1 (Åström and Hägglund,
2006), where M(s) is a reference model that gives the
desired response of a set-point change and G(s) is chosen
as
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G(s) =
M(s)
P̃ (s)

. (1)

where P̃ (s) is the minimum-phase part of the process
transfer function P (s). However, it is difficult with this
scheme to address explicitly the actuator constraints and
therefore to achieve a minimum-time process variable tran-
sition. Indeed, a transition of the process output y from
the value y0 to the value y1 in a minimum time interval
subject to the actuator constraint can be obtained by
implementing te following methodology. In this section,
for the sake of clarity and without loss of generality, it will
be assumed y0 = 0 and y1 > 0.

First, as it is standard practice in an industrial context,
the process is described by a FOPDT model, i.e.:

P (s) =
K

Ts + 1
e−Ls. (2)

Many different methods have been devised in order to
determine the model parameters by means of a simple
identification experiment (see for example (Åström and
Hägglund, 2006; Visioli, 2006)). Based on this model, the
output uff of the (nonlinear) feedforward block FF is
defined as follows:

uff (t) =
{
ūff if t < τ
y1/K if t ≥ τ

(3)

where ūff is the maximum output value of the actuator
and the value of τ is determined, after trivial calculations,
in such a way that the process output y (that is necessarily
zero until time t = L) is y1 at time t = τ + L. It results:

τ = −T ln
(
ūff − y1/K

ūff

)
. (4)

In this way, if the process is described perfectly by model
(2), an output transition in the time interval [L, τ + L]
occurs. Then, at time t = τ +L the output settles at value
y1 because of the constant value assumed by uff (t) for
t ≥ τ .

Formally, we have that the nominal system output is

y(t) =

{ 0 if t < L
ūff (1− exp(−t/T )) if L < t < τ + L
y1 if t ≥ τ

(5)

Obviously, in order to cope with unavoidable model uncer-
tainties, a feedback action has to be provided. This is ac-
complished by implementing a PID controller that can be
tuned, in principle, by any conventional method O’Dwyer
(2006). However, as high set-point following performances
are ensured by the application of the feedforward action,
it is suggested to select the PID gains in order to achieve
a satisfactory performance in the rejection of load dis-
turbances. In fact, the deviations due to the modelling
errors between the desired and the actual output can be
treated as the effect of a load disturbance Wallen (2000).
The feedback PID controller is applied starting from time
t = τ + L.

Then, a suitable reference signal yf has to be applied to
the closed-loop system. It is desired that yf be equal to
the desired process output (5) that would be obtained in
case the process is modelled perfectly by expression (2).

PID P(s)

G(s)
y

y
y

u
usp

ff

f
M(s)

Fig. 1. The typical PID plus feedforward control scheme
for the set-point following task.

PID P(s) y
y

u
u
ff

f

FF

F(s)
sp
y y1

Fig. 2. The PID plus nonlinear feedforward control scheme
for the set-point following task.

Thus, the step reference signal ysp of amplitude y1 has to
be filtered by the system

F (s) =
Kūff/y1

Ts + 1
e−Ls (6)

and then saturated at the level y1.

3. DESCRIPTION OF THE PLANT

The Eli Lilly site in Sesto Fiorentino (Florence - Italy) is
dedicated to the production of insulin (injectable product).
As all sites dedicated to parenteral production, Water For
Injection represents one of the most important production
utilities. As already mentioned, this kind of water is a
highly purified water, with requirements defined by three
standards mainly used in the pharmaceutical industry (US
Pharmacopea, EU Pharmacopea, and Japanese Pharma-
copea). These specifications are satisfied by generating
WFI with different production processes all based on water
distillation (Disi and Owens, 2001). In any case, one of the
main requirement is represented by the low microbiological
content (max 10 CFU). In order to maintain this condition,
WFI is kept at a high temperature (usually around 88◦C)
and continuously recirculating using closet circuits (called
loops), starting from the storage tank. These pipes supply
the different distribution ports into the production areas
and then come back to the storage tank. Stagnant water
condition and the environmental temperature has to be
avoided because this represents the optimal conditions for
the microbiological growth in the water.

However, production lines and machines in several pro-
duction steps require WFI at a temperature lower than
the one at which the WFI is recirculated in the loop.
Thus, in order to supply properly these production lines
and machines, branches from the main loop with heat
exchangers have to be installed, to be activated when the
production machines required cold water. In general, this
concept can be implemented in several different modes,
each one with specific advantages and disadvantages (My-
ers et al., 2001). The architecture employed in the plant
considered in this work is based on the so-called sub-loops,
namely, lines coming from the main header where a cooler
is installed; then, the pipe supplies the distribution ports
before rejoining the main header. When the production
line does not require cold water, the cooler is not activated
and the sub-loop is flushed with hot water that eventually
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Fig. 3. The (simplified) Process and Instrumentation diagram of the considered plant.

rejoins the main flow in the main header. In this way the
sub-loop is continuously flushed with hot water in order
to avoid the risk of microbiological growth. When cold
water is required (namely, a set-point change is applied),
the heat exchanger is employed to cool down the WFI.
Only when the required temperature value is attained,
the distribution port valve opens (namely, a step load
disturbance occurs) and the WFI flows out of the loop to
supply the process machine. During the transition period,
before the temperature target value is attained, the WFI
is re-circulated back into the main loop.

4. CONTROL TASK

A (simplified) Process and Instrumentation (P&I) diagram
of the considered plant is shown in Figure 3. The aim of
the control system is to cool down the WFI, by means
of the heat exchanger actuated by the valve TCV55, as
fast as possible when a request of cold water is performed
by the production line (in this case it is a tank where the
insulin is produced). In fact, from a production standpoint
the cooling down time represents a dead time that has to
be reduced as much as possible. In addition, in the time
interval between the cool water request and the opening
of the valve, WFI at a temperature lower than 88◦C is
sent back to the main loop with the effect of decreasing
the average temperature into the main loop, worsening the
conditions for the preservation of the WFI characteristics
into the loop.

Thus, in this situation, in order to reduce the amount of
cold water sent back to the main loop, the valve installed
on the return pipe from the sub-loop to the main header
is almost totally closed, maintaining only a small flow
to keep the sub-loop flushed. Hence, when the required
temperature is obtained within the sub-loop, the opening

of the distribution port valve has the effect to increase
the WFI flow in the heat exchanger, and this represents
a significant disturbance on the process which has to be
compensated properly so that the temperature control
specifications are still kept (otherwise the valve has to be
closed again).

From the control design viewpoint it appears that a
set-point following task has to be addressed when the
temperature has to be lowered and a load disturbance
rejection task has to be addressed when the distribution
port valve opens. Specifically, the distribution port valve
FCV52 can be opened when the WFI temperature set-
point of 17◦C is attained both before (TT55) and after the
sample point (TT97) at it is maintained for at least 10 s.
This strategy has been implemented in order to ensure
that the temperature specifications on the production line
are fully satisfied. The maximum control error is ±1.5◦C,
namely, if the WFI temperature exceeds the value of
18.5◦C or it is lower than 15.5◦C, then the control system
must close the distribution port valve.

5. EXPERIMENTAL RESULTS

The PID plus feedforward control scheme has been imple-
mented by means of standard control hardware and soft-
ware. In particular, a Programmable Logic Controller has
been employed and the control algorithm has been writ-
ten by means of standard software components (blocks).
Indeed, the feedforward action has been implemented by
setting the PID controller in manual mode and by using
a counter block. Then, a bumpless transition is performed
when the PID controller is applied.
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Fig. 4. The experimental results obtained with the PI plus
feedforward method.

In any case, as a first step, a FOPDT model of the process
has been estimated by applying the tangent method Visioli
(2006) to an open-loop step response, where the tempera-
ture TT55 before the sample point has been considered as
the process variable (obviously, the input of the system is
the heat exchanger valve TCV55). In fact, it is supposed
that the temperature TT97 will assume the same values
of TT55 after a dead time and can be therefore controlled
in open loop.
The estimated FOPDT model is

P (s) = − 0.75
0.2s + 1

e−0.27s, (7)

where the time constant and the dead time are expressed
in minutes. By applying expression (4) and by considering
y1 = 88 − 17 = 71 and ūff = 100 (note that the input
is expressed in percentage), we have τ = 0.586 min, i.e.,
τ = 35 s. A PI controller with transfer function

C(s) = Kp

(
1 +

1
Tis

)
(8)

has been employed. The parameters have been selected in
order to achieve a satisfactory load disturbance rejection
performance. After a few experiments, they have been
fixed as Kp = 0.9 and Ti = 11.25. The result of the
experiment with the use of the PID plus feedforward conrol
law are shown in Figure 4, where the two process variables
TT55 and TT97 are shown together with the control
variable TCV55. In particular, after τ = 35 s the control
variable is set to its nominal steady-state value and then
the PI controller is applied. At time t = 323 s the set-point
response control requirements are met and therefore, after
10 s, the sample port valve opens.

In order to improve the load rejection response, a feed-
forward action (which consists in this case of pure gain)
has been employed also in this context, according to the
standard scheme of Figure 5, where H(s) represents the
transfer function between the disturbance and the con-
trolled temperature.
It can be seen that the required temperature is maintained
despite the load disturbance and therefore the tank is filled
in a minimum time.
The proposed strategy has been therefore proven to be
effective.

yf y(t)

d

P(s)

H(s) 

PID

K

Fig. 5. The typical PID plus feedforward control scheme
for load disturbance rejection.

6. CONCLUSIONS

In this paper we have shown that a novel PID plus feedfor-
ward control strategy can be employed effectively for the
optimization of a WFI control system in a pharmaceutical
plant. The relative ease of implementation has been high-
lighted and the presented results have demonstrated the
effectiveness of the methodology.

REFERENCES

K. J. Åström and T. Hägglund. Advanced PID Control.
ISA Press, Research Triangle Park, USA, 2006.

S. Disi and B. Owens. Final treatment options: Water for
injection (wfi). In Pharmaceutical Engineering Guides
for New and Renowated Facilities - Volume 4: Water
and Steam System, ISPE, Tampa (FL), 2001.

A. Leva, C. Cox, and A. Ruano. Hands-on PID autotuning:
a guide to better utilisation. Technical report, IFAC
Technical Brief, available at www.ifac-control.org, 2001.

R. Myers, G. Gray, B. Bader, R. Brozek, J. Cox, P. Skin-
ner, and G. Geisler. Storage and distribution sys-
tems. In Pharmaceutical Engineering Guides for New
and Renowated Facilities - Volume 4: Water and Steam
System, ISPE, Tampa (FL), 2001.

A. O’Dwyer. Handbook of PI and PID Tuning Rules.
Imperial College Press, 2006.

A. Visioli. Practical PID Control. Springer, London, UK,
2006.

A. Visioli. A new design for a PID plus feedforward
controller. Journal of Process Control, 14:455–461, 2004.

A. Wallen. Tools for autonomous process control. PhD
thesis, Lund Institute of Technology, Lund, S, 2000.

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

67



Diagnosis for the Reliability Improvement of Embedded Systems  
using 3D Laser Vibrometer 

First O. Bennouna*. Second H. Chafouk* 
Third J. P. Roux*** 

 

*IRSEEM (Institut de Recherche en Systèmes Electroniques EMbarqués) 
Technopôle du Madrillet, Avenue Galilée, BP 10024, 76801 Saint Etienne du Rouvray, FRANCE                                          

(Tel: +33232915824; e-mail: bennouna@esigelec.fr). 

**CEVAA (Centre d’Etudes Vibro-Acoustiques pour l’Automobile)                                                                  
2 rue Joseph Fourier, 76800 Saint Etienne du Rouvray, France (e-mail: jp.roux@cevaa.com) 

Abstract: This paper concerns the diagnosis of electronic systems based on vibration data. The electronic 
system used is a simplified printed circuit board. Measurements on PCBs are done using a 3D laser 
vibrometer. The diagnosis procedure combines wavelet transforms and artificial neural networks in order 
to improve the reliability of the electronic system.  
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1. INTRODUCTION 

Constraints imposed by the environment play a major role in 
the reliability of embedded systems used in aerospace 
applications, automotive or rail. Compared to other 
parameters such as humidity or temperature, vibrations are 
heavily involved in the problems of mechanical reliability. In 
the case of electronic printed circuit boards, excessive 
vibration can lead to failures such as welding rupture, which 
can impact significantly operation and safety. In this case, 
diagnosis and fault detection techniques can be combined to 
guarantee optimal performance of the process. 

The study of the influence of these vibrations is usually done 
in two ways: The first consists on a modal approach generally 
limited to the frequency measurement or calculation of the 
first bending and torsion modes (Cifuentes et al., 1995). They 
are considered as the most damaging cases during the 
lifecycle of the card. In the case where a vibration mode is 
identified as potentially dangerous, we generally search to 
increase its frequency so that it can’t be excited in operating 
conditions. A second way to protect embedded systems 
against the influence of vibrations, is to control the evolution 
of data during their life cycle (Gu et al., 2007). The analysis 
of the vibration response of these systems can detect, localize 
and identify the fault. Its presence logically leads to changes 
in the system structure (i.e. stiffness, mass, damping); so the 
changes monitoring of these characteristic parameters can 
provide important information. The data analysis can be done 
in the temporal domain, frequency domain or time/frequency 
domain. In the last case, several articles on the wavelet 
transform have recently appeared. (Bayissa et al., 2007) have 
used the continuous wavelet transform CWT to identify 

structural faults on a plate, when (Han et al., 2005) worked 
on the same problem using wavelet packet transform WPT. 

This article concerns the diagnosis of embedded systems in 
vehicles, based on the study of vibration signals. Different 
instrumentations are planned on the basis of measurements 
with and without contact. The wavelet transform is used to 
decompose the measured signals in the form of indicators 
(Bayissa et al., 2007) (Han et al., 2005), which constitute the 
input of neural networks for classification and decision. 
Significant results of diagnosis applied on laser vibrometer 
data are presented, and can consider many perspectives of 
implementation.  

This article is organized as follows: Section 2 describes the 
diagnosis procedure including tools used (wavelet transform 
and neural networks). Tests, instrumentation and the 
corresponding results will be presented in Section 3. A brief 
summary and the innovative aspects of this project are given 
in the end of the paper. 

2. DIAGNOSIS APPROACH 

The diagnosis procedure proposed in this paper uses two 
techniques that are the wavelet transforms and neural 
networks. The first will extract indicators (energy and 
entropy) that will be the entries of the second to make 
decision and classification. It replaces the traditional methods 
that use either time signals with an approach generally based 
on correlation, or frequency analysis which is a type of 
Fourier transform for detecting or locating faults. This 
procedure is illustrated in the following figure: 
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Fig. 1. Diagnosis approach. 

2.1  Wavelet Transform 

The wavelet transform can characterize a signal in time / 
frequency domains, and thus bearing the disadvantage of the 
Fourier transform which is the loss of temporal information. 
For this, there are several types: the Continuous Wavelet 
Transform (CWT - see appendix A), the discrete (DWT - see 
appendix B), and Wavelet Packet Transform (WPT). Each 
transformation has its advantages and drawbacks.  

In this paper, the WPT is used because it provides a complete 
level by level decomposition of the studied signal. It also 
allows upgrading the problem of the DWT, which focuses 
essentially on low frequency bands.  

Consider a temporal signal y(t), the wavelet packet function 
is given by:  

,...3,2,1),2(2)( 2
, =−= ibtt aaai
ba ψψ                    (1) 

The integers i, a and b are respectively the modulation, scale 
and translation parameters. The wavelet packet coefficients 

)(, tci
ba can be obtained using the following equation: 
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represented by a linear combination of wavelet packet 
functions )(, ti
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Thus, the original signal can be reconstructed using the 
following expression: 
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For a robust representation of the signal, indicators can be 
created. In this paper, energy and entropy are used. Thus, the 
components of wavelet packet energy i

ayE can be calculated 

by: 
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The energy can be calculated as follows: 
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Similarly, the entropy can be calculated by: 
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With: 
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Ep =                                                                               (8) 

pj is the ratio of energy, Ej is the energy at scale j, and Etot is 
the total energy of the signal. 

2.2  Artificial Neural Networks 

In recent years, the use of Artificial Neural Networks (ANN) 
has been extended to many domains such as prediction, 
classification and pattern recognition. In industrial 
applications using complex systems, the most used neural 
network is BPNN (Back Propagation Neural Network). It is a 
multilayer perceptron; its general structure is given in the 
figure bellow: 

Fig. 2. BPNN’s architecture. 

3. APPLICATION TO EMBEDDED ELECTRONIC 
CARDS 

The diagnosis procedure presented in the previous paragraph 
was applied on simplified electronic cards. Different types of 
damage were made on cards, or directly on the components 
using mechanical tools (unsoldered pins, damaged pins …). 
Concerning instrumentation, different configurations were 
tested. The use of piezoelectric sensors, glued directly on the 
card and on component, has been tested successfully 
(Bennouna et al., 2008).  
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The case of accelerometers glued on the surface card with an 
emitter placed on the component has also been tested 
successfully, and this according to different placements of 
receivers (Bennouna et al., 2009). 

Whatever the sensors used, the emission signals are pulses 
with different lengths and amplitudes (20-40�s and 1 to 10 
volts) The signals are digitized to 24 bits using dedicated 
workstations, for a sampling frequency of 51.2 kHz. 

In this paper, laser vibrometer datas were used. They provide 
a matrix of response on the studied card in order to test a 
wide variety of placement transducers, and therefore offer 
optimal solutions. Examples of realized instrumentation and 
associated processing are summarized in Figure 3.  

Fig. 3a. Laser vibrometer. 

Fig. 3b. Brief Summary of tested instrumentation. 

Testing support are PCBs with 14 pin welded in the centre 
position, and two terminals located on both sides of the 
component. The cards size is 100mm x 50mm x 1.5mm 
(Figure 4). 

Fig. 4. Testing support. 

Figure 5 illustrates the case of a 55 mesh points measured by 
a laser vibrometer, used as the basis of presented work.  

Fig. 5. 55 mesh points measured by laser vibrometry. 

The figure below shows an example of signal decomposition 
to energy and entropy wavelet scales, which are the two 
indicators used. Three PCBs are tested here: PCB1 which is 
damage free, PCB2 where a welding point is unsoldered, and 
PCB3 with the presence of two faults together. Results show 
that the entropy appears as an indicator of the presence of 
defects, while energy can characterises them. 

Fig. 6. Decomposition of energy and entropy scales (mother 
wavelet: db3). 

The classification and decision part is made by a BPNN. It 
contains three layers: the first contains the indicators 
previously mentioned; the second is composed of 8 neurons, 
and the third with one neuron which can answer the 
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following question: Is there any presence of default? If so, it 
can identify and localize this fault. The following figure 
shows the model of BPNN: 

Fig. 7. BPNN’s model. 

Figure 8 illustrates an example of the obtained results on the 
55 mesh points previously presented. Thus, for PCB3 where 
faults are presented by the stars, the diagnosis procedure can 
detect the presence of a restricted fault zone (here represented 
in red). This technique is promising because it can detect the 
presence of default and overall localize the position on the 
PCB. 

Fig. 8. Example of the diagnosis procedure results. 

Based on this initial validation work with a simplified mesh, 
tests on densified meshes will help to evaluate the effect of 
the used number points reported to the precision of detection 
and localization. 

In all cases, the ability to make a damage diagnosis map 
appears really promising, and it has the advantage to provide 
simplified defects detection. Recent studies also point in this 
direction (Banerjee et al., 2009), except that the obtained 
mapping in the cited case, is based on a calculation of 
damage index for each point. The principle of fault location 
based on an identification of channels between transmitters 
and receivers, also seems interesting, and will be logically 
tested in our case even if the frequency domain of this work 
is significantly different. Nevertheless, in previous work, we 
tested the use of damage indices (Bennouna et al., 2008) 
which had provided positive results for the default 
identification. The addition of this criterion as the input of the 
artificial neural network may be considered. 

4. CONCLUSIONS 

In this paper, a diagnosis procedure, based on a signal 
processing (wavelet transform), decision and classification 

(neural networks), has been presented. The first tool is used 
to decompose the signal to indicators (the energy and entropy 
have been used here) which are inputs of the neural network 
for decision and classification.  

The use of different technologies and sensors configurations 
help to test the robustness of the diagnosis procedure. The 
first measurements by laser vibrometer can easily simulate 
the use of different sets of receiver points. On this basis, the 
obtained optimized configurations can be tested with the 
implantation of transducers on the embedded system, for 
example, in the case of vibration endurance.  

Future work will be based on the use of densified mesh to 
estimate the detection precision. New cards will be tested 
with a weld defect placed in various locations, and lack of 
structural type (cracking) of various lengths that will allow us 
to test the performance of diagnosis aspects. In parallel, 
compared the use of piezoelectric accelerometers masses and 
different sensitivities should identify the order parameter in 
the implementation of in-situ sensors (preferred sensitivity or 
mass?). This last question is crucial in the case of practical 
implementation of the diagnosis.   
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Appendix A. CWT 

The CWT of a signal y(t) is given by the following equation: 
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where 

T(a,b) are the wavelet coefficients, 

a and b are respectively the scale (dilatation) and translation 
(position) parameters, 

y(t) is the vibration response signal, 

�* is the complex conjugate of the mother wavelets function 
�. 

The energy density functions, also known as wavelet power 
spectra, in the time/scale (or time/frequency) domain are: 

2),(),( baTftC =
     

For damage identification, the total energy of the time-
frequency density function of the signal is calculated. It is 
represented by the Zeroth-Order Moment (ZOM), and given 
by the following equation:  
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Appendix B. DWT 

The DWT is faster (time calculation) than the CWT. Indeed, 
the mother wavelet is dilated in discrete values avoiding thus 
redundancy. Generally, the scale parameter a is a power of 
two; wavelets have the form �(2kt+l), where k and l are 
integers.  
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Abstract: In this paper we address the problem of efficient control of continuous-review perishable 
inventory systems. In the considered systems the goods at a distribution center used to fulfill unknown, 
variable demand deteriorate at a constant rate, and are replenished with delay from a remote supply 
source. We develop a new supply policy which incorporates the Smith predictor to counteract the adverse 
effects of delay. The proposed policy guarantees that the assigned storage space at the distribution center 
is never exceeded which means that the cost of emergency storage is eliminated. Moreover, we show that 
with appropriately chosen controller parameters all of the demand imposed at the distribution center is 
realized from the readily available resources. 

Keywords: inventory control, perishable inventory systems, time-delay systems, Smith predictor. 
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1. INTRODUCTION 

It follows from the extensive review papers documenting the 
research work in the past (Nahmias, 1982; Rafaat, 1991; 
Goyal and Giri, 2001; Ortega and Lin, 2004; Sarimveis et al., 
2008; Karaesmen et al., 2008) that certain areas of inventory 
control are not sufficiently addressed at the formal design 
level. This concerns in particular a large and very important 
class of problems related to the management of perishable 
commodities (food, drugs, gasoline, etc.). The main difficulty 
in developing control schemes for perishable inventories 
stems from the necessity of conducting an exact analysis of 
product lifetimes. The design problem becomes cumbersome 
in the situation when the product demand is subject to sig-
nificant uncertainty and inventories are replenished with non-
negligible delay, which frequently happens in modern supply 
chains. In such circumstances, in order to maintain high ser-
vice level and at the same time keep stringent cost discipline, 
when placing an order it is necessary not only to account for 
the demand during procurement latency but also for the stock 
deterioration in that time. 

Since the stock accumulation of perishables cannot be repre-
sented as a pure integrator, the effects of order procurement 
delay cannot be adequately accounted for by introducing the 
notion of work-in-progress or inventory position variables 
(constituting the sum of the on-hand and on-order goods), as 
has been done in a number of successful research works for 
nondecaying inventories, e.g. (Blanchini et al., 2000, Bocca-
doro et al., 2008). In contrast to our earlier results devoted 
exclusively to periodic-review inventory systems with nonde-
teriorating stock (Ignaciuk and Bartoszewicz, 2010a, b), in 
this work we analyze continuous-review systems with ran-
dom lifetime of the stored goods. In order to solve the stabil-
ity problems related to nonnegligible delay (see e.g. (Hoberg 
et al., 2007) for a discussion of the influence of delay on the 

dynamics of the traditional inventory systems), we propose to 
apply the Smith predictor (Smith, 1959). The designed con-
trol strategy is demonstrated to establish nonnegative and 
bounded ordering signal, which is a crucial requirement for 
the practical implementation of any replenishment rule. It is 
also shown that in the inventory system governed by the pro-
posed policy the stock level never exceeds the assigned 
warehouse capacity, which means that the potential necessity 
for an expensive emergency storage outside the company 
premises is eliminated. At the same time, we demonstrate that 
the stock is never depleted, which implies full demand satis-
faction from the readily available resources and 100% service 
level. 

2. PROBLEM FORMULATION 

We consider an inventory system where the goods at a distri-
bution center used to fulfill the customers’ (or retailers) de-
mand are acquired with delay from a supply source. Such 
setting, illustrated in Fig. 1, is frequently encountered in pro-
duction-inventory systems where a common point (distribu-
tion center), linked to a factory or an external, strategic sup-
plier, is used to provide goods for another production stage or 
a distribution network. The task is to design a control strategy 
which, on one hand, will minimize the holding and shortage 
costs, and, on the other hand, will ensure smooth flow of 
goods despite unpredictable changes in market conditions. 

3.1 System model 

The imposed demand (the number of items requested from 
the distribution center) is modeled as an a priori unknown, 
bounded function of time d(t), where t denotes time. We as-
sume that demand can follow any statistical distribution as 
long as 0 � d(t) � dmax, where dmax is a positive constant. 
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Fig. 1. Inventory system with a strategic supplier. 

If there is a sufficient number of items at the distribution cen-
ter to satisfy the imposed demand, then the actually met de-
mand h(t) (the number of items sold to customers or sent to 
retailers in the distribution network) will be equal to the re-
quested one. Otherwise, the imposed demand is satisfied only 
from the arriving shipments, and the additional demand is 
lost (we assume that the sales are not backordered, and the 
excessive demand is equivalent to a missed business oppor-
tunity). Thus, 

� � � � max0 .h t d t d� � �  (1) 

The on-hand stock used to fulfill the market demand deterio-
rates when kept in the distribution center warehouse at a con-
stant rate �, 0 � � <1. It is replenished with delay Lp > 0 from 
a remote supply source. Denoting the quantity ordered from 
the supplier at time t by u(t), and the received shipment by 
uR(t), we have 

� � � �.R pu t u t L� �  (2) 

Consequently, the stock balance equation can be written in 
the following way 

� � � � � � � � � � � �.R py y t u t h t y t u t L h t� �� � 	 � � � 	 � ��  (3) 

According to the stock balance equation, the on-hand stock 
decreases due to the realized sales represented by function 
h(·), and the decay characterized by factor �. It is refilled 
from the goods acquired from the supplier uR(·). For the sake 
of further analysis it is convenient to represent (3) in an inte-
gral form. We assume that initially the warehouse is empty, 
i.e. y(0) = 0, and the first orders are placed at t = 0, i.e. 
u(t) = 0 for t < 0. Solving (3) for y(·), we obtain (see the Ap-
pendix) 

� � � � � � � � � �
0 0

.
t t

t t
Ry t e u d e h d� 
 � 

 
 
 
� � � �� �� �  (4) 

Since uR(t) = u(t – Lp) and u(t < 0) = 0, we can rewrite (4) in 
the following form 

� � � � � � � � � �

� � � � � � � �

0 0

0 0

       .
p

p

t t
t t

p

t L t
t L t

y t e u L d e h d

e u d e h d

� 
 � 


� 
 � 



 
 
 



 
 
 


� � � �

�
� � � � �

� � �

� �

� �

� �
 (5) 

Note that in order to adequately model the stock accumula-
tion of perishable goods, a saturating integrator needs to be 
applied, which makes the considered system nonlinear. 
However, if one can ensure that the control signal is non-
negative for arbitrary t, then by introducing the function rep-

resenting the actually realized sales, h(t) � d(t), the stock dy-
namics can be reduced to linear equation (5). In the further 
part of the paper, we will design a control law which will be 
shown to satisfy the conditions u(t) � 0 and h(t) = d(t). As a 
result, the inventory system will stay in the linear region of 
operation for the whole range of disturbance 0 � d(t) � dmax. 

3.2 Transfer function representation 

The linear part of the model of the considered inventory sys-
tem with perishable goods can be described using transfer 
functions. The system block diagram is shown in Fig. 2. The 
saturating integrator in an internal loop represents the opera-
tion of accumulating the stock of perishables characterized by 
decay factor �. The controller, with transfer function GC(s), is 
supposed to steer the on-hand stock level y(t) towards the 
reference value yref, such that a high level of demand satisfac-
tion is achieved. 

 

Fig. 2. System model. 

3. PROPOSED CONTROL STRATEGY 

The principal obstacle in providing efficient control in the 
considered class of systems is the latency in procuring orders. 
Indeed, each non-zero order placed at the supplier at instant t 
will appear at the distribution center with lead-time Lp at in-
stant t + Lp > t which may lead to oscillations, or even cause 
instability. In order to satisfactorily counteract the adverse 
effects of delay in the analyzed system with perishable goods, 
it is not sufficient to introduce inventory position variables 
(constituting the sum of on-hand stock and open orders), or 
the notion of work-in-progress, as it is usually done in the 
traditional inventory systems (Blanchini et al., 2000, Warbur-
ton, 2007; Boccadoro et al., 2008). This is due to the fact that 
the pure sum of open orders (or work-in-progress) does not 
account for the stock degradation within lead-time. To over-
come the delay problem, in this work we propose to apply the 
Smith predictor (Smith, 1959), which proved a successful 
method of dead-time compensation in many engineering ar-
eas (Palmor, 1996). The basic idea behind the Smith predic-
tor is to simulate the behavior of a remote plant inside the 
controller structure, thus eliminating the delay from the main 
feedback loop. The proposed control strategy, employing the 
Smith predictor for dead-time compensation is illustrated in 
Fig. 3. 

The control structure consists of the primary plant controller 
C(s) and the Smith predictor built on the linearized model of 
the plant G*(s) = 1/(s + �). With the primary controller se-
lected as the proportional control law C(s) = K, where K is a 
positive constant, we obtain the transfer function of the over-
all control structure GC(s), 
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Fig. 3. Controller structure. 
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� �
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 (6) 

In the linear region of operation the plant dynamics is fully 
represented by the transfer function G(s) = 1/(s + �). If the 
system parameters used by the controller match those of the 
true object, i.e. when ( ) ( )p pL s L se G s e G s

� � � , then we can 
write the closed-loop transfer functions: 

a) with respect to the reference input Yref(s) = yref / s 

� �
� �

,pL s

ref

Y s K e
Y s s K�

��
	 	

 (7) 

b) with respect to the disturbance D(s) = L(d(t)), 

� �
� �

1 .pL sY s K e
D s s s K� �

�� � 	
	 	 	

 (8) 

It is clear from (7) and (8) that the term related to delay is 
eliminated from the characteristic equation (the denominator 
of the closed-loop transfer function). Consequently, since 
K > 0 and � � 0, the closed-loop system under nominal oper-
ating conditions is stable for arbitrary lead-time and any 
bounded disturbance. 

4. PROPERTIES OF THE PROPOSED STRATEGY 

Before we state the properties of the proposed inventory pol-
icy (6), it is convenient to present it in time domain. We as-
sume that the controller has the exact knowledge of the sys-
tem parameters. Taking into account the initial conditions, we 
can write the control law in time domain by direct inspection 
of the block diagram shown in Fig. 3 in the following form 

� � � �

� � � � � � � �
0 0

         .
p

p

ref

t Lt
t Lt

u t K y y t

K e u d e u d� 
� 
 
 
 
 

�

� � �� �

� �� �� �
� �

� �� �
� �� �
� �

 (9) 

This control law can be interpreted as to generate orders in 
proportion to the difference between the current on-hand 
stock and its reference value K(yref – y(t)) decreased by the 
amount of open orders quantified by the rate of deterioration 
within the last lead-time (the terms in the square brackets). 

The properties of the proposed control strategy will be given 
in three Theorems, and strictly proved. The first theorem 
shows that the ordering signal generated by the controller is 
always nonnegative and bounded, which is a crucial prerequi-
site for the implementation of any cost-efficient inventory 
management policy. The second proposition specifies the 
upper bound of the on-hand stock, which constitutes the 
smallest warehouse capacity required to store all the incom-
ing shipments. Finally, the third theorem shows how to select 
the stock reference value in order to guarantee that all of the 
imposed demand will be fulfilled from the readily available 
resources at the distribution center thus ensuring the maxi-
mum service level. 

Theorem 1: The ordering signal generated by controller (9) 
applied to system (3) satisfies the following inequalities 

� � .ref
ref

y
K u t Ky

K
�
�

� �
	

 (10) 

Moreover, there exists a time instant t0 such that for any t � t0 

� � max .refy d
u t K

K
�

�
	

�
	

 (11) 

Proof: Substituting (5) into (9) we get 

� � � � � � � � � �
0 0

.
t t

t t
refu t K y e u d e h d� 
 � 
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� � 	� �
� �

� �  (12) 

Consequently, 
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�
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 (13) 

It follows from (12) that 

� � � � � � � �
0

.
t

t
refK e u h d Ky u t� 
� 
 
 
 �� � � �� �� � �� � � ��  (14) 

Hence, we can rewrite (13) as 

� � � � � �
� � � � � � .

ref

ref

u Ky u t K u t h t

Ky K u t Kh t

�

� �

� � � �� � � �� �� �
� � 	 	

�
 (15) 

Investigating 0u ��  we get 

� � � �
.refy h t

u t K
K

�
�

	
�

	
 (16) 

According to constraint (1) the minimum satisfied demand 
equals zero. At the initial time u(0) = Kyref > 0. Therefore, 
since 0 � � < 1 and h(·) � 0, we get from (16) that u(·) de-
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creases as long as it is bigger than K[�yref + h(·)]/(� + K), and 
it never falls below K�yref/(� + K). Moreover, there exists a 
time instant t0 when u(·) reaches the level of 
K[�yref + dmax]/(� + K) for the first time. Since h(·) � dmax, we 
get from (16) that for all t � t0 

� � max .refy d
u t K

K
�

�
	

�
	

  

This conclusion ends the proof. � 

Theorem 2: If policy (9)  is applied to system (3), then the 
on-hand stock at the distribution center never exceeds the 
level of yref for � = 0 and 

� �max
max 1    for  0.pL

ref
dKy y e

K
� �

� �
�� �� 	 � �� �	 � �

 (17) 

Proof: Applying (12) to the stock balance equation (3) we 
get 
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Using (5) we can notice that the term in the square brackets 
in (18) actually equals y(t). Consequently, we have 

� � � � � �
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Closer investigation of 0y ��  leads to 
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It follows from (20) that since K > 0, � � 0, and h(·) � 0, the 
biggest value of y(·) is expected when h(�) = dmax for � � t –Lp 
and h(�) = 0 in the interval (t – Lp, t]. We get immediately 
from (20) that for � = 0 (the case of nondeteriorating stock) 
y(t) � yref. Evaluating the first integral in (20) for � > 0 we 
obtain 
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t te h d d e d� 
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(21) 

Consequently, applying (21) to (20), we arrive at 

� � � �max 1 .pL
ref

dKy t y e
K

�

� �
�� �� 	 �� �	 � �

 (22) 

This ends the proof. � 

It follows from Theorem 2 that if the warehouse of size ymax 
specified by (17) is assigned at the distribution center, then 
all the incoming shipments can be stored locally, and any cost 
associated with emergency storage is eliminated. Apart from 
the efficient warehouse space management, a successful in-
ventory control strategy in modern supply chain is expected 
to achieve a high level of demand satisfaction. The proposi-
tion formulated below shows how the reference stock level 
should be selected so that y(t) > 0, which implies that all of 
the demand imposed on the distribution center is satisfied 
from the readily available resources.

Theorem 3: If policy (9)  is applied to system (3), and the 
reference stock level is selected as 

� �max 1/    for  0,ref py d L K �� 	 �  (23) 

� �max 1 / 1/    for  0,pL
refy d e K� � ��� �� � 	 �� �  (24) 

then the on-hand stock level at the distribution center is strict-
ly positive for any t > Lp.

Proof: Note that 1 0pLe� � � . Hence, considering (1) and 
(20), we can expect the smallest on-hand stock level in the 
circumstances when h(�) = 0 for � � t – Lp and h(�) = dmax for 
� belonging to the interval (t – Lp, t]. The warehouse is empty 
for t � Lp. In the case of the system with nonndeteriorating 
stock (� = 0) we get immediately from (20) 

� � � �max 1/ .ref py t y d L K� � 	  (25) 

Thus, based on assumption (23) we have y(t) > 0 for � = 0. 
Evaluating the second integral in (20) for t > Lp in the case 
when h(t) = dmax and � > 0, we obtain 
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�  (26) 

Applying (26) to (20), we get the on-hand stock level y(·) at 
the instant when it is minimal 
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 (27) 

If the reference stock level is adjusted according to (24), then 
using (27) one may conclude that 

� � � �� �max 1 / 1/ 0.pL
ref

Ky t y d e K
K

� �
�

�� �� � � 	 �� �	
 (28) 

This completes the proof. � 

Remark: It follows from Theorem 1 that the controller gen-
erates ordering signal that is always nonnegative and 
bounded, which makes the considered system positive. In 
addition, if assumptions of Theorem 3 are fulfilled, then 
h(t) = d(t), and the plant remains in the linear region for arbi-
trary demand satisfying condition (1). Considering the re-
sponses with respect to the reference input (7) and with re-
spect to the disturbance (8) we get the overall system transfer 
function 

� � � �1 .
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p
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L srefyKe KY s e D s

s K s s s K� � �

�
�� �� � � !	 	 	 	 	" #

 (29) 

Consequently, applying the final value theorem we get the 
steady-state stock level yss (the stock level in the presence of 
the steady-state demand dss > 0) 

� �
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1
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1  for  0.

p
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ss s ref
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y d

Ky sY s Ky K d
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� ���� � �
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 (30) 

Equation (30) indicates that a finite steady-state error will be 
present at the output when a proportional control law is cho-
sen as the primary controller C(s) in (6). Typically in engi-
neering systems, this error would need to be reduced (or 
eliminated), for instance by introducing a proportional-
integral controller in place of the proportional one. Also a 
feed-forward term could be applied to compensate the effects 
of disturbance. However, in the considered application, yref 
can be assigned an arbitrary value and any steady-state error 
can be tolerated. What is important from the practical point of 
view when studying inventory control problems is the size of 
the required storage space and demand utilization. Theorems 
2 and 3 show precisely how much storage space should be 
provided to accommodate all the incoming shipments (rela-

tion (17)), and how to select yref to guarantee that all the sales 
are realized from the readily available resources (inequalities 
(23) and (24)). 

4. NUMERICAL EXAMPLE 

The properties of the designed policy (9) are verified in simu-
lations conducted for the model of perishable inventory sys-
tem described in Section 2. The system parameters are set in 
the following way: lead-time Lp = 5 days, inventory decay 
factor � = 0.07 day–1, and the maximum daily demand at the 
distribution center dmax = 15 items/day. The actual demand 
follows the pattern illustrated in Fig. 4, which reflects abrupt 
seasonal changes in a half-year trend. The controller gain is 
adjusted to K = 0.5. In order to ensure full demand satisfac-
tion, the stock reference level is set according to the guide-
lines of Theorem 3 as yref = 95 > 93 items. This results in the 
required storage space calculated according to (17) 
ymax = 139 items. 

The orders generated by controller (9) in response to the de-
mand pattern from Fig. 4 are shown in Fig. 5, and the resul-
tant on-hand stock in Fig. 6. We can see from the graphs de-
picted in Fig. 5 that the proposed controller quickly responds 
to the sudden changes in the demand trend without oscilla-
tions or overshoots in the ordering signal. For t � t0 = 2 days 
the order quantity remains in the interval [5.83, 
19.01 items/day], precisely as dictated by Theorem 1. The 
knowledge about the range of order changes helps in estab-
lishing long-term relationship between the distribution center 
and the supplier, and facilitates capacity planning down the 
supply chain (at the supplier and its subcontractors). We can 
see from Fig. 6 that the stock level does not increase beyond 
ymax = 139 items, which means that the assigned warehouse 
capacity is sufficient to store the goods at the distribution 
center at all times. Moreover, the on-hand stock never falls to 
zero after the initial phase which implies full demand satis-
faction and 100% service level. 

5. CONCLUSIONS 

In this work we designed a new inventory management pol-
icy for continuous-time inventory systems with perishable 
goods. The proposed policy employs the Smith predictor for 
compensating the adverse effects of order procurement delay. 
As a result, the system stability is guaranteed for arbitrary 
delay and any bounded demand pattern. The ordering signal 
generated by the designed policy smoothly adapts to the de-
mand changes, and thus it is easy to follow by the supplier. 

 
Fig. 4. Market demand. 

 
Fig. 5. Orders placed at the supplier. 

 
Fig. 6. On-hand stock level. 
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The ordering signal is proved to remain finite and always 
nonnegative, which is crucial for the practical implementa-
tion of any inventory management scheme. It is also demon-
strated in the paper that the stock level resulting from the 
application of the proposed policy does not increase beyond 
the precisely determined warehouse capacity, which elimi-
nates the need for costly emergency storage and facilitates 
capacity planning at the distribution center. Finally, it is 
shown how to select controller parameters to achieve full 
satisfaction of the unknown market demand. 

ACKNOWLEDGMENT 

This work was financed by the Polish State budget in the 
years 2010–2012 as a research project N N514 108638 “Ap-
plication of regulation theory methods to the control of logis-
tic processes”. P. Ignaciuk gratefully acknowledges financial 
support provided by the Foundation for Polish Science 
(FNP). He is also a scholarship holder of the project entitled 
“Innovative Education without Limits – Integrated Progress 
of the Technical University of �ód�” supported by the Euro-
pean Social Fund. 

REFERENCES 

Blanchini, F., Pesenti, R, Rinaldi, F., and Ukovich, W. 
(2003). Feedback control of production-distribution sys-
tems with unknown demand and delays. IEEE Transac-
tions on Robotics and Automation, 16(3), 313–317. 

Boccadoro, M., Martinelli, F., and Valigi, P. (2008). Supply 
chain management by H-infinity control,” IEEE Trans-
actions on Automation Science and Engineering, 5(4), 
703–707. 

Goyal, S.K., and Giri, B.C. (2001). Recent trends in model-
ing of deteriorating inventory. European Journal of Op-
erational Research, 134(1), 1–16. 

Hoberg, K., Bradley, J.R., and Thonemann, U.W. (2007). 
Analyzing the effect of the inventory policy on order and 
inventory variability with linear control theory. Euro-
pean Journal of Operational Research, 176(3), 1620–
1642. 

Ignaciuk, P., and Bartoszewicz, A. (2010). LQ optimal slid-
ing mode supply policy for periodic review inventory 
systems,” IEEE Transactions on Automatic Control, 
55(1), 269–274. 

Ignaciuk, P., and Bartoszewicz, A. (2010). LQ optimal and 
reaching law based sliding modes for inventory man-
agement systems,” International Journal of Systems Sci-
ence, 41 (in press). 

Karaesmen, I., Scheller-Wolf, A., and Deniz, B. (2008). 
Managing perishable and aging inventories: review and 
future research directions. In: Kempf, K., Keskinocak, 
P., and Uzsoy, R. (eds.). Handbook of production plan-
ning. Dordrecht: Kluwer. 

Nahmias, S. (1982). Perishable inventory theory: a review. 
Operations Research, 30(4), 680–708. 

Ortega, M., and Lin, L. (2004). Control theory applications to 
the production-inventory problem: a review. Interna-
tional Journal of Production Research, 42(11), 2303–
2322. 

Palmor, Z.J. (1996). Time-delay compensation – Smith pre-
dictor and its modifications. In Levine, W.S. (ed.) The 
Control Handbook, CRC Press, 224–237. 

Rafaat, F. (1991). Survey of literature on continuously dete-
riorating inventory models. Journal of the Operational 
Research Society, 42(1), 27–37. 

Sarimveis, H., Patrinos, P., Tarantilis, C.D., and Kiranoudis, 
C.T. (2008). Dynamic modeling and control of supply 
chain systems: a review. Computers & Operations Re-
search, 35(11), 3530–3561. 

Smith, O.J.C. (1959). A controller to overcome dead time. 
ISA Journal, 6(2), 28–33. 

Warburton, R.D.H. (2007). An optimal, potentially automat-
able ordering policy. International Journal of Production 
Economics, 107(2), 483–495. 

APPENDIX 

We solve differential equation (3) with the initial conditions: 
y(0) = 0, and uR(t) = u(t – Lp) = 0 for t < Lp. First we consider 
the homogeneous equation 

� � 0,y y t�	 ��  (31) 

which leads to 

� � � �0 .ty t y e ���  (32) 

In order to determine the nonhomogeneous solution we as-
sume y(t) in the following form 

� � � � ,ty t q t e ���  (33) 

where q(t) is a function differentiable with respect to time. 
Differentiating both sides of (33) we obtain 

� � .t ty qe q t e� ��� �� �� �  (34) 

Substituting (33) and (34) into (3), we get 

� � � �.t
Rqe u t h t�� � ��  (35) 

Solving (35) for q(t) yields 

� � � � � �
0

,
t

Rq t e u t h t d C�
 
� �� � 	� ��  (36) 

where C is the constant of integration. Substituting (36) into 
(33), we arrive at 

� � � � � �

� � � � � �

0

0

      .

t
t

R

t
tt

R

y t e u t h t d C e

Ce e u t h t d

�
 �

� 
�







�

� ��

� �� �� �� � 	� �� �� �� �

� �� 	 �� �

�

�
 (37) 

Applying the initial condition y(0) = 0, we have C = 0, and 

� � � � � � � �
0

.
t

t
Ry t e u t h t d� 
 
� � � �� �� ��  (38) 
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Abstract: The paper focuses on the application of smoothing in multiple model change
detection for stochastic systems. In a typical multiple model change detection scheme, the
decisions are made based on filtering estimates of an unmeasured state of an observed system.
Since better estimates of the state lead to finer decisions, a higher quality of estimates is of
great interest. The way to improve the decisions considered in this paper consists in deferring
decisions and using more precise smoothing estimates instead of the filtering ones. As a result,
the decisions of a higher quality are obtained at the cost of delaying that decisions. The approach
introduces a new level of the compromise between the quality of decisions and the delay for
detection that is inherent in all change detection methods.

Keywords: Stochastic systems, detection systems, change detection, optimal estimation,
smoothing.

1. INTRODUCTION

The problem of change detection arises in many applica-
tion areas ranging from quality control to fault detection.
Recently, it has received a great deal of attention because
of increasing requirements on safety, reliability, and low
maintenance costs. The fundamental goal is to find a detec-
tor that processes available measurements and generates
decisions about changes in an observed system.

Most change detection methods employ a model of the
system to perform the detection. According to the com-
plexity of these models, the change detection methods
can be divided into two groups: signal-based methods
and model-based methods. While the signal-based meth-
ods (Isermann, 1984) use only simple assumptions about
the measured signals, the model-based methods (Jones,
1973; Basseville and Nikiforov, 1993) utilize more complex
models. The model-based methods make it possible to
detect a wider range of changes in the system because more
detailed information about system behavior is used. A
detector usually consists of a residual generator and a de-
cision generator that are connected in cascade. The resid-
ual generator processes the measurements and generates
residual signals that are close to zero before a change and
significantly deviate from zero when the change occurs.
The decision generator analyzes, mostly statistically, these
residual signals and generates decisions about changes.

Recently, increasing attention has been drawn to more
advanced methods called active change detection methods
(Blackmore and Williams, 2006; Šimandl and Punčochář,

� This work was supported by the Ministry of Education, Youth and
Sports of the Czech Republic, project No. 1M0572, and by the Czech
Science Foundation, project No. GA102/08/0442.

2009). Contrary to the above mentioned change detection
methods, that can be denoted as passive, the active
change detection methods improve the quality of decisions
by designing and applying a suitable input signal to
the observed system. The difference between the passive
and active change detection methods is illustrated in
Fig. 1. The passive detector PD uses the measurements zk

obtained from the system S for finding the decision dk,
whereas the active detector AD uses the output yk and
generates, in addition to the decision dk, the input uk

for improving the quality of the decisions. Instead of
pursuing these advanced active change detection methods,
this paper focuses on pointing out a possible improvement
of passive multiple model change detection for stochastic
systems.

The multiple model approach represents a favorite and
successful modeling tool for describing systems that can
undergo abrupt changes. Besides change detection, the
multiple model approach is widely used in application
areas such as fault detection (Gustafsson, 2000), state
estimation (Ackerson and Fu, 1970; Blom and Bar-
Shalom, 1988; Šimandl and Královec, 2000), adaptive con-
trol (Athans et al., 2006) and target tracking (Bar-Shalom
et al., 2001). Within change detection, the individual mod-
els describe different modes of system behavior and the
aim is to decide which of the models describes the sys-
tem behavior best. Typically, the decision concerning the
current time step based on filtering estimates is required.
However, there are situations in which it pays off to defer
the decision by a few time steps in favor of increasing the
quality of that decision. A higher quality of the deferred
decision follows from using smoothing estimates instead
of the filtering ones. Since the deferred decision at the
current time step relates to a past time step, the range of
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Fig. 1. Schema of passive and active change detection

applications is somewhat limited. Some typical examples
in which it is reasonable to use deferred decisions are:

• A detector with event-driven smoothing. On-line ap-
plications in which change detection is based on the
filtering estimates. The smoothing estimates are used
for a more precise identification of the actual time of
the change whenever the change is detected.

• A detector with deferred decisions. On-line applica-
tions in which it pays off to respond to a change with
a delay. It typically applies to systems of which the
individual components are spatially distributed.

• Batch data analysis. Off-line applications in which
historical data are processed and analyzed in batch.

The goal of the paper is to design a smoothing based
change detector in the multi model framework for stochas-
tic systems and demonstrate the benefits that follow from
employing smoothing in multiple model change detection.

The paper is organized as follows. The multiple model
description of the observed system, a formal description
of the optimal passive detector, and a design criterion
are introduced in Section 2. Section 3 reviews information
processing strategies and deals with the derivation of the
optimal passive detector law. Section 4 focuses on the
smoothing algorithm that is used for improving multiple
model change detection. The presentation of an optimal
filtering algorithm, which is an inherent part of smoothing,
is followed by the optimal smoothing algorithm itself and
closed with a short discussion. The results are illustrated
by means of a numerical example in Section 5.

2. PROBLEM FORMULATION

Consider the system S described at each time step k ∈
T = {0, 1, . . . , F} by the jump Markov linear Gaussian
model

xk+1 = Aμk
xk + Gμk

wk, (1)
zk = Cμk

xk + Hμk
vk, (2)

where zk ∈ R
nz denotes an output, x̄k =

[
xT

k , μk

]T

is an unmeasured state of the system consisting of the
variables xk ∈ R

nx and μk ∈ M = {1, 2, . . . , N}.
The vector xk is continuous in values and represents a
common state of individual linear Gaussian models. The
scalar μk is the index of linear Gaussian model that
represents the system at the time step k. It is assumed
that the number of models N ≥ 2 and the matrices Aμk

,
Cμk

, Gμk
, Hμk

of appropriate dimensions are known.
The switching between the models is described by known
transition probabilities πi,j = P (μk+1 = j|μk = i)
for all i, j ∈ M. The noises wk ∈ R

nx and vk ∈
R

nz are mutually independent zero-mean white Gaussian
noises with identity covariance matrices (i.e. N{0,En}).
The initial condition x0 is described by the Gaussian
probability density function N{x̂0|−1,Px,0|−1} and the
variable μ0 is described by the probability P (μ0). The

variables x0 and μ0 are mutually independent and also
independent of the noises.

The passive detector PD is a dynamic system that gener-
ates the decisions based on all information available at the
current time step. Such a system can formally be described
at each time step k ∈ T by

dk = σk

(
Ik
0

)
, (3)

where dk ∈ M denotes a decision, σk(Ik
0) is an unknown

function and Ik
0

T = [zk
0

T
, dk−1

0

T
] is an information vec-

tor containing all information that has been received up
the current time step k. Note that the notation zj

i =
[zT

i , z
T
i+1, . . . , z

T
j ]T is used for expressing the time sequence

of variables or functions. If j < i then the result of the
indexing operation is the empty sequence.

The aim is to find a sequence of the functions σF
0 such

that the passive detector provides the highest quality of
decisions, which is usually judged by means of the total
cost caused by wrong decisions. As it is discussed in the in-
troduction, there are some situations in which the decision
at the current time step should inform which model was
valid at a past time step. To include these situations into
the problem formulation, the optimal passive generator is
designed by minimizing the criterion

J(σF
� ) = E

{
F∑

k=�

Ld
k(μk−�, dk)

}
, (4)

where E{·} denotes the expectation operator with respect
to all random variables, Ld

k(μk−�, dk) is a real-valued non-
negative cost function representing a detection objective,
and � ≥ 0 is a lag (i.e. a delay between the decision dk and
the time step to which it is referring). Note that for the
case � > 0, the optimal passive detector is not defined for
the time steps k = 0, . . . , �− 1.

3. OPTIMAL DETECTOR DESIGN

3.1 Information processing strategies

The problem introduced in the previous section represents
a dynamic optimization problem. As it has been discussed
for the optimal stochastic control (Bar-Shalom and Tse,
1974) or the optimal active change detection and con-
trol (Šimandl and Punčochář, 2009), such an optimiza-
tion problem can be solved using three basic information
processing strategies (IPS’s). The open-loop (OL) IPS
assumes that only an a priori information and no future in-
formation will be used. The open-loop feedback (OLF) IPS
assumes that an additional information will be available in
a priori unknown time steps and this information will be
used together with the a priori information. The closed-
loop (CL) IPS supposes that an additional information
will be received and utilized at all future time steps.

It generally holds that JOL ≥ JOLF ≥ JCL, where the
superscript denotes the particular IPS. For the problem
considered in this paper, the use of the OLF IPS leads
to the same result as the utilization of the CL IPS would
lead (i.e. JOL ≥ JOLF = JCL). To show the equivalence
between the CL IPS and the OLF IPS, the CL IPS will be
used for deriving the optimal passive detector law and the
result will be confronted with the passive detector obtained
using the OLF IPS.
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3.2 Derivation of optimal passive detector law

The use of the CL IPS for solving the given dynamic
optimization problem leads to dynamic programming.
Thus the problem is considered backward in time from
the final time step F and the optimal passive detector can
be obtained by solving the following backward recursive
equation for time steps k = F, F − 1, . . . , �

V ∗k
(
Ik
0

)
= min

dk∈M
E

{
Ld

k (μk−�, dk)

+ V ∗k+1

(
Ik+1
0

)
|Ik

0 , dk

}
, (5)

where E{·|·} denotes the conditional expectation operator
and V ∗k (Ik

0) is the Bellman function that expresses the
minimum expected cost incurred from the current time
step k to the final time step F . The initial condition for
the backward recursive equation is V ∗F+1 = 0 and the value
of the criterion (4) can be expressed as JCL = J

(
σF∗

�

)
=

E
{
V ∗�

(
I�
0

)}
.

The conditional probability P
(
μk−�|Ik

0 , dk

)
and the con-

ditional probability density function (pdf) p
(
zk+1|Ik

0 , dk

)
,

needed for evaluation of the conditional expectations in
the backward recursive equation (5), can be computed
using a nonlinear estimator. The exact nonlinear filter and
smoother for multiple models are presented in Section 4.
It can easily be shown that the probability P

(
μk−�|Ik

0 , dk

)
and the pdf p

(
zk+1|Ik

0 , dk

)
satisfy the identities

P
(
μk−�|Ik

0 , dk

)
= P

(
μk−�|zk

0

)
, (6)

p
(
zk+1|Ik

0 , dk

)
= p

(
zk+1|zk

0

)
. (7)

Note that these identities just reflect the fact that the
decisions dk

0 can not bring any additional information since
they are deterministic functions of the measurements zk

0 .

The identities (6) and (7) can be useful for rewriting the
backward recursive equation (5) into a simpler form. The
Bellman function at time step k = F is

V ∗F
(
IF
0

)
= min

dF∈M
E

{
Ld

F (μF−�, dF ) |IF
0 , dF

}
. (8)

Applying (6) the Bellman function V ∗F
(
IF
0

)
takes the form

V ∗F
(
IF
0

)
= min

dF∈M
E

{
Ld

F (μF−�, dF ) |zF
0 , dF

}
, (9)

from which it can be seen that the right-hand side
is independent of the decisions dF

0 and thus it holds
that V ∗F (IF

0 ) = V ∗F (zF
0 ).

Now, if it is assumed that V ∗k+1(I
k+1
0 ) = V ∗k+1(z

k+1
0 ) at a

time step k+1, then the Bellman function at a time step k
can be written as

V ∗k
(
Ik
0

)
= min

dk∈M
E{Ld

k (μk−�, dk)

+ V ∗k+1

(
zk+1
0

)
|Ik

0 , dk}. (10)
Applying (6) and (7) it can be seen that the Bellman
function V ∗k

(
Ik
0

)
is independent of the decisions dk

0 (i.e.
V ∗k (Ik

0) = V ∗k (zk
0) ). Thus, the backward recursive equation

can be written at each time step k ∈ T as
V ∗k

(
zk
0

)
= min

dk∈M
E

{
Ld

k (μk−�, dk) |zk
0 , dk

}
+ E

{
V ∗k+1

(
zk+1
0

)
|zk

0 ,
}
, (11)

and the optimal decision d∗k is given by

d∗k = σ∗k
(
zk
0

)
= arg min

dk∈M
E

{
Ld

k (μk−�, dk) |zk
0 , dk

}
, (12)

where σ∗k
(
zk
0

)
is a function describing the optimal passive

detector. Note that the Bellman functions cannot actually
be computed analytically due to intractable conditional
expectations. However, it does not hamper the solution
since the optimal decisions can be computed without the
knowledge of the Bellman functions. The reason is that
the decisions do not influence the future data.

Now, a detector based on the OLF IPS will be derived.
This IPS uses all available information as if no more
information will be received in the future (i.e. the OL
IPS is used for the future time steps). Therefore, the
following optimization problem has to be solved at each
time step k ∈ T

min
dF

k

E

{
F∑

i=k

Ld
i (μi−�, di) |zk

0 , d
F
k

}
.

Since each decision di influences only the cost func-
tion Ld

i (·, ·), this minimization problem can be recast as
F∑

i=k

min
di

∑
μi−�

k−�

Ld
i (μi−�, di)P

(
μi−�

k−�|zk
0

)
.

From this expression, it can be seen that the optimal
decision d∗k is given by
d∗k = σ∗k

(
zk
0

)
= arg min

dk∈M
E

{
Ld

k (μk−�, dk) |zk
0 , dk

}
, (13)

which corresponds to an intuitively expected result. Since
(13) is the same as (12), it is clear that the use of the CL
IPS brings no improvement over the OLF IPS.

4. MULTIPLE MODEL CHANGE DETECTION
IMPROVEMENT BY SMOOTHING

This section deals with the estimation algorithms that
provide the probability needed in the optimal passive
detector. First, the filtering algorithm is presented because
it is an inherent part of the smoothing algorithm and
employed whatever the lag � is. Then the smoothing
algorithm is provided and the section is concluded with
a discusion.

4.1 Optimal filtering in multiple model change detection

This subsection summarizes the filtering algorithm for
multiple Gaussian linear models which provides the condi-
tional probability P (μk

0 |zk
0) together with the conditional

pdf’s p(xk|zk
0) and p(zk+1|zk

0).

If the lag � is zero, the conditional probability P
(
μk|zk

0

)
is needed to make the optimal decision. This conditional
probability is given by the following marginalization

P
(
μk|zk

0

)
=

∑
μk−1

0

P
(
μk

0 |zk
0

)
, (14)

where
∑

μi
0

denotes the sum over all model sequences μi
0.

The conditional probability P (μk
0 |zk

0) can be evaluated
recursively according to

P
(
μk

0 |zk
0

)
=

p
(
zk|zk−1

0 , μk
0

)
P

(
μk

0 |zk−1
0

)
p

(
zk|zk−1

0

) , (15)

where the predictive probability P (μk
0 |zk−1

0 ) can easily be
computed as

P
(
μk

0 |zk−1
0

)
= P (μk|μk−1)P

(
μk−1

0 |zk−1
0

)
, (16)
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and the predictive pdf p(zk|zk−1
0 ) independent of the

model sequence μk
0 is given by the relation

p
(
zk|zk−1

0

)
=

∑
μk

0

p
(
zk|zk−1

0 , μk
0

)
P

(
μk

0 |zk−1
0

)
. (17)

Given the model sequence μk
0 , the system can be described

by a t-variant linear Gaussian model, and thus the Gaus-
sian pdf p(zk|zk−1

0 , μk
0) = N{ẑk|k−1

(
μk

0

)
,Pz,k|k−1

(
μk

0

)
}

can be obtained from the Kalman filter. The mean
value ẑk|k−1

(
μk

0

)
and the covariance matrix Pz,k|k−1

(
μk

0

)
are given as

ẑk|k−1

(
μk

0

)
= Cμk

x̂k|k−1

(
μk−1

0

)
, (18)

Pz,k|k−1

(
μk

0

)
= Cμk

Px,k|k−1

(
μk−1

0

)
CT

μk
+ Hμk

HT
μk
,

(19)

where the mean value x̂k|k−1(μk−1
0 ) and the covariance

matrix Px,k|k−1(μk−1
0 ) are the first and the second mo-

ment of the Gaussian predictive pdf p(xk|zk−1
0 , μk−1

0 ) =
N{x̂k|k−1(μk−1

0 ),Px,k|k−1(μk−1
0 )}, respectively.

The predictive mean value and covariance matrix are given
by the initial conditions at the zero time step, and at other
time steps, they are computed within the predictive step
of the Kalman filter according to the relations

x̂k+1|k
(
μk

0

)
= Aμk

x̂k|k
(
μk

0

)
, (20)

Px,k+1|k
(
μk

0

)
= Aμk

Px,k|k
(
μk

0

)
AT

μk
+ Gμk

GT
μk
, (21)

where x̂k|k(μk
0) and Px,k|k(μk

0) are the filtering mean value
and covariance matrix, respectively. These are obtained
within the filtering step of the Kalman filter by evaluating
the relations

x̂k|k
(
μk

0

)
= x̂k|k−1

(
μk−1

0

)
+ KF

(
μk

0

) [
zk − ẑk|k−1

(
μk−1

0

)]
, (22)

Px,k|k
(
μk

0

)
=Px,k|k−1

(
μk−1

0

)
−KF

(
μk

0

)
Cμk

Px,k|k−1

(
μk−1

0

)
, (23)

where the Kalman gain KF
(
μk

0

)
is given by

KF
(
μk

0

)
= Px,k|k−1

(
μk−1

0

)
CT

μk
Pz,k|k−1

(
μk

0

)−1
. (24)

4.2 Optimal smoothing in multiple model change detection

The filtering estimate given by the conditional pdf p(xk|zk
0)

and the probability P (μk|zk
0) represents the optimal esti-

mate of the state x̄k on the basis of all data up to the time
step k. In some cases, it is, however, suitable to consider a
different type of the state estimate, the smoothed estimate
given by p(xk−�|zk

0) and P (μk−�|zk
0) with � > 0. In fact, the

smoothed estimate is the estimate of the past state x̄k−�

with respect to the last currently available measurement.
Thus, compared to the filtering estimate of the state x̄k−�,
the smoothed estimate utilizes information from a larger
data set.

Analogously to the filtering estimate, the smoothed prob-
ability is given by the marginalization

P
(
μk−�|zk

0

)
=

∑
μk−�−1

0

∑
μk

k−�+1

P
(
μk

0 |zk
0

)
. (25)

and the conditional pdf is of the form

p
(
xk−�|zk

0

)
=

∑
μk

0

P
(
μk

0 |zk
0

)
p

(
xk−�|zk

0 , μ
k
0

)
, (26)

Table 1. Summary of the smoothing algorithm

Smoothing algorithm

Initialization: The predictive mean value x̂0|−1, covariance
matrix Px,0|−1, probability P (μ0), and time step k = 0.

Step 1a: Based on the new output zk, compute the filtering
mean values x̂k|k(μk

0), covariance matrices Px,k|k(μk
0), and

probability P (μk
0 |zk

0) using (22), (23), and (15), respectively.

Step 1b (optional): Using (14), evaluate the filtering proba-
bility P (μk|zk

0) and employ it for finding the optimal filtering
decision d∗k according to (12) (i.e. � = 0).

Step 2a: Compute the smoothing probability P (μk−�|zk
0) us-

ing (25) and determine the optimal smoothing decision d∗k
according to (12) (i.e. � > 0).

Step 2b (optional): Compute the smoothing mean val-
ues x̂k−�|k(μk

0) and covariance matrices Px,k−�|k(μk
0) us-

ing (27) and (28), respectively.

Step 3: Compute the predictive mean values x̂k+1|k(μk
0), co-

variance matrices Px,k+1|k(μk
0) and probability P (μk+1

0 |zk
0)

using (20), (21), and (16).

Step 4: k ← k + 1 and return to Step 1.

where the pdf p(xk−�|zk
0 , μ

k
0) is Gaussian with the mean

value x̂k−�|k(μk
0) and the covariance matrix Px,k−�|k(μk

0),
i.e. p(xk−�|zk

0 , μ
k
0) = N{x̂k−�|k(μk

0),Px,k−�|k(μk
0)}.

The solutions to the smoothing problem, i.e. computation
of the pdf p(xk−�|zk

0), can generally be divided into three
groups (Anderson and Moore, 1979), namely the fixed-
point smoothing, when the time instant � is fixed and
computation can be performed online during the exper-
iment, the fixed-lag smoothing, when the difference k − �
is fixed and computation can be carried out online, and the
fixed-interval smoothing, when the time step k is fixed and
computation is run backward in time. In this paper, the
fixed-lag smoothing is considered, i.e. the pdf p(xk−�|zk

0)
with a constant lag � > 0 is computed.

In the literature, several approaches to the computation
of the smoothed mean x̂k−�|k(μk

0) and the covariance ma-
trix Px,k−�|k(μk

0) have been proposed. Among others the
following smoothing approaches can be mentioned; the
smoothing approach based on the augmentation of the
state by the state being smoothed (Söderström, 1974) and
subsequent application of a filter, the smoother based on
the combination of two optimal filters (the first running
forward in time and the second one running backward
in time) (Fraser and Potter, 1969), or the Rauch-Tung-
Striebel smoother (RTSS) (Lewis, 1986). Because of com-
putational efficiency and ease of application, the RTSS is
selected here.

The relations describing the RTSS can be summarized as
follows

x̂k−�|k(μk
0) = x̂k−�|k−�(μk

0) + KS(μk
0)

×
[
x̂k−�+1|k(μk

0)− x̂k−�+1|k−�(μk
0)

]
, (27)

Px,k−�|k(μk
0) = Px,k−�|k−�(μk

0)−KS(μk
0)

×
[
Px,k−�+1|k−�(μk

0)−Px,k−�+1|k−�(μk
0)

]
×KS(μk

0)T , (28)
where the smoother gain is given by

KS(μk
0) = Px,k−�|k−�(μk

0)AT
μl

Px,k−�+1|k−�(μk
0)−1. (29)
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4.3 Discussion

In this section, some issues concerning the computational
demands of the exact filtering and smoothing algorithms,
the choice of the cost function and the possibility of a
simplified smoothing are discussed.

The relations introduced in Section 4.1 and Section 4.2
provide the exact solutions to the filtering and smoothing
problems for the multiple Gaussian linear models. Unfor-
tunately, as the number of distinct model sequences μk

0
grows exponentially in time, there are Nk+1 Kalman filters
required at the time step k for solving the estimation
problems. To keep computational demands at a reasonable
level, model sequence merging, pruning, or a combination
of those is needed. There are several methods that differ
in complexity, computational demands and accuracy of
estimates (Ackerson and Fu, 1970; Blom and Bar-Shalom,
1988; Boers and Driessen, 2005). The approximation based
on model sequence merging is used because of its simplicity
and clarity. The sequences that have the same last h-step
history are merged together by moment matching. The
depth h ≥ 0 is chosen as a compromise between complexity
and quality of estimates. It is important to note that for
smoothing the depth h has to be greater or equal to the
lag � to make smoothing possible.

During the merging, the conditional probability of the
sequence μk

k−h is computed as

P
(
μk

k−h|zk
0

)
=

∑
μk−h−1

0

P
(
μk

0 |zk
0

)
, (30)

and the filtering pdf p(xk|zk
0 , μ

k
k−h) that has the Gaussian

sum form
p

(
xk|zk

0 , μ
k
k−h

)
=

∑
μk−h−1

0

P
(
μk−h−1

0 |zk
0 , μ

k
k−h

)
× p

(
xk|zk

0 , μ
k
0

)
, (31)

where

P
(
μk−h−1

0 |zk
0 , μ

k
k−h

)
=

P
(
μk

0 |zk
0

)
P

(
μk

k−h|zk
0

) (32)

is replaced by a single Gaussian pdf such that the first two
moments of the random variable xk are preserved.

The properties of the optimal passive detector are de-
termined by the cost function Ld

k (μk−�, dk). When the
deferring of decisions is considered (i.e. � > 0), the cost
function can also include the cost connected with defer-
ring a decision. Then the choice of the lag � is given by
a compromise between the quality of detection and the
delay for detection. Such a compromise is inherent to all
detection methods and it is demonstrated in the second
scenario of the illustrative example.

Although the whole smoothing algorithm is presented in
Section 4.2, only relation (25) is needed in the optimal
passive detector that provides the decisions based on the
smoothing estimates. The other relations of the smoothing
algorithm will be used when better estimates of the whole
state are required (e.g. in the case of a batch data analysis).

5. ILLUSTRATIVE EXAMPLE

This numerical example illustrates a change in the quality
of detection when the smoothing estimates are employed

in the passive detector. Particular attention is paid to how
the value of the criterion changes as the lag increases.
There are two distinct situations to consider. In the first
situation the cost of deferring the decision by one time
step is zero. In the second situation there is a nonzero cost
connected with deferring the decision. Although this cost
can be a complex function of the state and the decision,
the simplest case of the constant cost is considered in this
numerical example.

The finite detection horizon is F = 40, and the set M =
{1, 2} consist of indexes two second order stable models
with the following matrices

A1 =
[

0.9 1
0 0.9

]
, A2 =

[
0.8 1
0 0.9

]
,

G1 = 0.01E2, G2 = 0.1E2,
C1 = C2 = [1 0], H1 = H2 = 0.01.

(33)

The initial state x0 has Gaussian distribution with the
mean value x̂0|−1 = [1 0]T and the covariance ma-
trix Px,0|−1 = 0.1E2. The initial probabilities of models
are P (μ0 = 1) = P (μ0 = 2) = 0.5 and the switching
between the models is described by the transition prob-
abilities π1,1 = π2,2 = 0.95 and π1,2 = π2,1 = 0.05. To
include both the situations, the cost function Ld

k(μk−�, dk)
is considered to be of the form

Ld
k (μk−�, dk) = Ld1 (μk−�, dk) + Ld2�, (34)

where Ld2 is a constant cost of deferring the decision
by one time step and Ld1(μk−�, dk) is a cost function
penalizing wrong decisions, that is chosen to be

Ld1 (μk−�, dk) =
{

0 if μk−� = dk,
1 if μk−� �= dk.

(35)

It can easily be shown that regardless of the cost Ld2

and the lag �, the chosen form of the cost func-
tions Ld

k (μk−�, dk) and Ld1(μk−�, dk) leads to the passive
change detector of which the decisions are given as

d∗k = arg max
dk

P
(
μk−� = dk|zk

0

)
. (36)

In the first scenario, a comparison between the smoothing
and filtering decisions for particular parameters is pro-
vided. The cost of deferring the decision by one step is
chosen to be Ld2 = 0.01. The depth of merging and the
lag are chosen the same h = � = 3. A typical simulation
run demonstrating the performance of the smoothing and
filtering decisions is depicted in Fig. 2. The upper graph
shows the model sequence, and the filtering and smoothing
decisions. It can be seen that the passive detector based
on the smoothing estimates generally detects the changes
more reliably and thus produces fewer wrong decisions.
From the bottom graph, which shows the filtered and
smoothed probabilities, it can be seen that the smoothing
decisions are also more likely to be correct because the
probabilities converge closer to the limit values zero and
one.

In the second scenario, the dependence of the criterion
value J on the lag � for various costs Ld2 is examined.
Since the improvement is significant only for short lags,
the maximum lag is chosen to be �max = 5. To ensure
comparability of the results for all considered lags, the
criterion is evaluated only on a shorten horizon 0 to F −
�max and the depth for merging is set to maximum lag, i.e.

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

83



0 5 10 15 20 25 30 35 40

1

2

μ
k
,d
∗ k

0 5 10 15 20 25 30 35 40
0

0.2

0.4

0.6

0.8

1

P
(μ

k
|zk 0

),
P

(μ
k
−

�
|zk 0

)

Step k

Fig. 2. A typical simulation run. Upper graph: Model
sequence – black solid line, Filtering decisions (� = 0)
– blue o-markers, Smoothing decisions (� = 3) – green
x-markers. Bottom graph: Filtering probabilities –
solid lines, Smoothing probabilities – dashed lines;
Model 1 – blue lines, Model 2 – green lines.
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Fig. 3. The relation between criterion J and lag � for
various costs Ld2.

h = �max. The results of 1000 Monte Carlo simulations are
presented in Fig 3. The bottom line shows the dependence
of the criterion value on the lag when the cost of deferring
a decision is zero. Since the criterion value monotonically
decreases to a limit value for the increasing lag, the optimal
value of the lag can be determined based on computational
complexity which increases with the increasing lag or
more precisely with the increasing merging depth h. For
a nonzero cost Ld2 there is an optimal value of the lag as
it can directly be seen from the figure. It is obvious that
when the cost Ld2 is too high, it does not pay off to defer
the decision at all.

6. CONCLUSION

The paper was concentrated on employing the smoothing
estimates in change detection and demonstrating the pos-
sible improvement of the detection quality. As the smooth-

ing estimates can be employed only when the decisions
are deferred, a compromise between the detection quality
and the speed of detection was searched for. Although the
cost function considered in the paper was quite simple
because of demonstration purposes, a more complex cost
function based on the real costs evaluated for a particular
application could be readily used. The future work would
be aimed at the evaluation of approximate smoothing
algorithms in the context of change detection.
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{L.Dziekan, M.Witczak} @issi.uz.zgora.pl.

AbstractIn this paper, an active FTC strategy is presented. After short introduction to Takagi-
Sugeno fuzzy systems, it is developed for such systems with low conservatism in Lyapunov
stability derivation. Fault identification is based on the use of an observer and integrated with
the FTC controller, implemented as a model predictive controller.

Keywords: fuzzy, fault tolerant control, model predictive control, fault diagnosis

1. INTRODUCTION

Fault Tolerant Control (FTC, see Blanke et al. (2003))
system allows to control plant in such a way that it fulfils
desired objectives (perhaps with a possible performance
degradation) in the presence of non-critical faults in com-
ponents of the system (actuators, measurement devices
and/or plant). In general, FTC systems are classified
into two distinct classes Zhang and Jiang (2003): passive
and active. In passive FTC controllers are designed to
be robust against a set of presumed faults .And active
FTC systems, in contrast to passive ones, react to system
components faults actively by reconfiguring control ac-
tions, and by doing so the system stability and acceptable
performances are maintained. To achieve that, the control
system relies on the detection and isolation (FDI) Korbicz
et al. (2004); Witczak (2006, 2007) and accommodation
technique.There is also a need for designing an integrated
fault identification and fault-tolerant control strategy for
both linear and non-linear systems, because of the fact
that perfect fault identification is impossible to attain
in practical applications. Dealing with faults means also
dealing with constraints on control input, but standard
state feedback is often incapable of dealing in an efficient
way with such situations, so the use of model predictive
control (MPC) is also considered here Maciejowski (2002).
Additionally in normally defined MPC there is a problem
in guaranteeing stability, the survey paper on the subject
can be found here Mayne et al. (2000).
However due to computational complexity of the general
MPC, it could be impossible to use for fast enough sys-
tems, therefore there is a need to optimize the method.
One way to achieve it, is to use an adapted version of
fast MPC Wang and Boyd (2010) for Takagi-Sugeno (T-
S) fuzzy systems. Problem stated above with state dimen-
sion n, input dimension m and control horizon Tc takes
O(T 3

c (n + m)3 operations per step in an interior-point
method, but if special structure of the problem is exploited
then computational complexity is O(Tc(n + m)3. Since
interior-point methods require only a constant (and mod-

� The work was financed as a research project with the science funds
for years 2007-2010.

est) number of steps, it follows that complexity of MPC
is therefore linear, instead than cubic in control horizon.
Also if weight matrices QR and RR are diagonal, problem
is state control separable and there are box constraints
(as considered in this paper), then the overall complexity
is of order O(Tc(n

3 + n2m), which grows linearly in both
Tc and m. The further optimizations stems from using
warm start method, in which calculations are initialized
using predictions made in the previous step, which with
an appropriate choice of interior-point method can cut
number of steps required by a factor of five or more. The
last optimization is early termination of an appropriate
interior-point method, which even after a few iterations
can provide quite good control action. Although it is rec-
ommended that, if possible, for the very few first control
steps the number of iterations were higher than for the
rest of the optimization.
This paper is organised as follows. Sec. 2 presents back-
ground information about T-S fuzzy systems. In Sec. 3 an
improved design technique for an integrated FTC and fault
identification strategy for T-S fuzzy systems is proposed
that allows to include input constraints into FTC system.
Subsequently the input constraints for the FTC are consid-
ered, which are followed by the regulator problem for T-S
fuzzy system and description of the MPC adapted for the
proposed approach. The final part of the paper presents
a numerical example which shows the performance of the
proposed approach.

2. ELEMENTARY BACKGROUND ON T-S FUZZY
SYSTEMS

A non-linear dynamic system can be described in a simple
way by a Takagi-Sugeno fuzzy model, which uses series
of locally linearised non-linear models (see, e.g. Takagi
and Sugeno (1985); Korbicz et al. (2004)). A T-S model is
described by fuzzy IF-THEN rules which represent local
linear I/O relations of the non-linear system. It has a rule
base of M rules, each having p antecedents, where ith rule
is expressed as
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Ri : IF w1
k is F i

1 and . . . and wp
k is F i

p,

THEN

{
xk+1 = Aixk +Biuk,
yk = Cixk,

(1)

in which xk ∈ R
n stands for the reference state, yk ∈ R

m

is the reference output, and uk ∈ R
r denotes the nominal

control input, also i = 1, . . . ,M , F i
j (j = 1, . . . , p) are

fuzzy sets and wk =[w1
k, w

2
k, . . . , w

p
k] is a known vector of

premise variables Takagi and Sugeno (1985).
Given a pair of (wk,uk) and a product inference engine,
normalized rule firing strengths hi(wk) are defined as

hi(wk) =
T p
j=1μF i

j
(wj

k)∑M
i=1(T

p
j=1μF i

j
(wj

k))
(2)

and T denotes a t-norm (e.g., product). The term μF i
j
(wj

k)

is the grade of membership of the premise variable wj
k.

Moreover, the rule firing strengths hi(wk) (i = 1, . . . ,M)
satisfy the following constraints

M∑
i=1

hi(wk) = 1, 0 � hi(wk) � 1, ∀i = 1, . . . ,M. (3)

3. FTC STRATEGY FOR T-S FUZZY SYSTEMS

Let us consider the following T-S reference model:

xk+1 = Akxk +Bkuk, (4)

yk+1 = Ck+1xk+1, (5)

with Ak =
∑M

i=1 hi(wk)A
i, Bk =

∑M
i=1 hi(wk)B

i,

Ck+1 =
∑M

i=1 hi(wk+1)C
i for i = 1, . . . ,M .

Let us also consider a possibly faulty T-S system described
by the following equations:

xf,k+1 = Akxf,k +Bkuf,k +Lkfk (6)

yf,k+1 = Ck+1xf,k+1, (7)

with Lk =
∑M

i=1 hi(wk)L
i. Where xf,k ∈ R

n stands
for the system state, yf,k ∈ R

m is the system output,
uf,k ∈ R

r denotes the system input, fk ∈ R
s, (s ≤ m) is

the fault vector, and Li stands for its distribution matrices
which are assumed to be known.
The main objective of this paper is to propose a control
strategy which can be used for determining the system
input uf,k such that:

• the control loop for the system (6)–(7) is stable,
• xf,k+1 converges asymptotically to xk+1 irrespective
of the presence of the fault fk.

The crucial idea is to use the following control strategy:

uf,k = −Skf̂k +K1,k(xk − xf,k) + uk (8)

where f̂k is the fault estimate. Note that, it is not assumed
that xf,k is available, i.e. an estimate x̂f,k can be used
instead. Thus, the following problems arise:

• to determine f̂k,
• to design K1,k in such a way that the control loop is

stable, i.e. the stabilisation problem. The control law
in such a form is called the PDC (parallel distributed
compensation, Wang et al. (1996)).

Due to space constraints in the next subsections, only basis
needed to implement FTC technique will be presented, for
greater details refer here Dziekan et al. (2009).

3.1 Fault identification

Let us assume that the following rank condition is satisfied
at any given moment 1 rank(Ck+1Lk) = rank(Lk) = s.
This implies that it is possible to calculate pseudo-inverse
Hk+1 = (Ck+1Lk)

+. Thus, the fault estimate is given as

f̂k = Hk+1(yf,k+1 −Ck+1Akx̂f,k −Ck+1Bkuf,k). (9)

Unfortunately, the crucial problem with practical imple-
mentation of (9) is that it requires yf,k+1 and uf,k to

calculate f̂k and hence it cannot be directly used to
obtain (8). Therefore it is necessary to use a prediction

of a current fault estimate f̊k based in some way on
the previous fault estimates. To settle this problem, it is
assumed that there exists a diagonal matrix αk such that

f̂k
∼= f̊k = αkf̂k−1 and hence the practical form of (8)

boils down to

uf,k = −Skf̊k +K1,k(xk − x̂f,k) + uk. (10)

In most cases matrix αk should be equivalent to an
identity matrix, i.e. it would simply mean an one time–step
delay, which should have negligible effect on the outcome.
In cases where the fault behaviour is a linear one, it is
possible to design the matrix αk based on the previous
changes of faults. In cases where faults changes in a
nonlinear fashion and one time–step delay is unacceptable,
one could try to predict the nature of the faults by using
for example neural networks.

3.2 Observer design

As was already mentioned, the fault estimate (9) is ob-
tained based on the state estimate x̂f,k. This raises the
necessity for an observer design. Let us assume that Sk at
any moment satisfies the following equality BkSk = Lk,
e.g. for actuator faults Si = −I for all i = 1, . . . ,M . And

Āk = (I −LkHk+1Ck+1)Ak,

B̄k = (I −LkHk+1Ck+1)Bk, L̄k = LkHk+1.

Then the observer structure, which can be perceived as
an unknown input observer (see, e.g. Hui and Zak (2005);
Witczak (2007)), is proposed to use a modified version of
the celebrated Kalman filter, which can be described as
follows:

x̂f,k+1/k = Ākx̂f,k + B̄kuf,k + L̄kyf,k+1,

P k+1/k = ĀkP kĀk
T
+Uk,

K2,k+1 = P k+1/kC
T
k+1

(
Ck+1P k+1/kC

T
k+1 + V k+1

)−1

,

x̂f,k+1 = x̂f,k+1/k +K2,k+1(yf,k+1 −Ck+1x̂f,k+1/k),

P k+1 = [I −K2,k+1Ck+1]P k+1/k,

where Uk = δ1I and V k = δ2I with δ1 and δ2 sufficiently
small positive numbers.

It is important to note that the Kalman filter is applied
here for state estimation of a deterministic system (6)–
(7) and hence Uk and V k play the role of instrumental
matrices only (see Witczak (2007) and the references
therein for more details).

1 It is not easy to guarantee that, unless matrices Ck and Lk are
time invariant, i.e. C1 = Ci and L1 = Li for all i = 1, . . . ,M .
However in real life cases, checking if rank condition is satisfied
for every pair of matrices, i.e. rank(CiLi) = rank(Li) = s for all
i = 1, . . . ,M is usually sufficient.
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3.3 Integrated design procedure

First, let us start with two crucial assumptions:

• the pair (Āk,Ck+1) is detectable,
• the pair (Ak,Bk) is stabilisable.

Under these assumptions, it is possible to design the
matrices K1,k and K2,k in such a way that the extended
error

ēk+1 =

[
Ak −BkK1,k LkHk+1Ck+1Ak

0 Āk −K2,k+1Ck+1Āk

]
ēk.

(11)

converges asymptotically to zero.
It can be observed from the structure of (11) that the
eigenvalues of the matrix are the union of those of Ak −
BkK1,k and Āk −K2,k+1Ck+1Āk. This clearly indicates
that the design of the state feedback and the observer
can be carried out independently. So, let us start with
the controller design with the corresponding tracking error
defined by

ek+1 = [Ak −BkK1,k]ek = A0(h(wk))ek, (12)

whereK1,k =
∑M

i=1 hi(wk)K
i
1 and the matrixA0(h(wk))

belongs to a convex polytopic set defined as

A0 =

{
A0(h(wk)) :

M∑
i=1

hi(wk) = 1, 0 � hi(wk) � 1

A0(h(wk)) =
M∑
i=1

M∑
j=1

hi(wk)hj(wk)A0,i,j ,

A0,i,j =
1

2
(Ai −BiKj

1 +Aj −BjKi
1)

}
(13)

By adapting the general results of the work of Rong and
Irwin (2003), the following definition is introduced:

Definition 1. The tracking error described by (12) is
robustly convergent to zero in the uncertainty domain (13)
iff all eigenvalues of A0(h(wk)) have magnitude less than
one for all values of h(wk) such that A0(h(wk)) ∈ A0.

Theorem 2. The tracking error described by (12) is
robustly convergent to zero in the uncertainty domain (13)
if there exist matrices Qi,j � 0, G1, W j such that[

G1 +GT
1 −Qi,j ∗

N0,i,j Qm,n

]
� 0, (14)

for all i,m = 1, . . . ,M and j � i, n � m, where
N0,i,j =

1
2 [(A

i +Aj)G1 −BiW j −BjW i].

Proof. see Rong and Irwin (2003).

Finally, the design procedure boils down to solving the
set of [ 12M(1 + M)]2 LMIs (14) and then determining

Ki
1 = W iG

−1
1 .

3.4 Constraints on the control input

When the initial tracking error is known (i.e., the deviation
of a faulty system state from a nominal system state), an
upper bound on the norm of the control input ůf,k =
K1(xk −xf,k) can be found as follows Boyd et al. (1994).
Let us assume that initial tracking error e0 lies in an
ellipsoid of diameter γ, i.e., ‖e0‖ � γ, then the constraint

on a control input described as follows ‖ůf,k‖max �
maxl|ůl

f,k| � λ is enforced at all times if the LMIs[
X ∗

0.5(W T
i +W T

j ) G1 +GT
1 −Qi,j

]
	 0, (15)

Qi,j 	 γ2I, diag(X) 
 λ2I,

hold, where W i, W j satisfy conditions given by (14) for
for all i = 1, . . . ,M and j � i.

3.5 Regulator problem

In order to solve the regulator problem it is needed to find
a PDC controller such that the following objective function
is minimized,

J∞ =
∞∑
0

(
yT
kQRyk + ůT

f,kRRůf,k

)
(16)

where QR 	 0 and RR � 0 are suitable weight matrices.
However system described in this paper is uncertain and
thus only the upper bound of the objective function can be
minimized. Therefore the following Theorem 3 only gives
a sub-optimal solution for the the regulator problem Rong
and Irwin (2003).

Theorem 3. The upper bound for the objective function
(16) for initial tracking error e0 lying in an ellipsoid of
diameter γ can be obtained by solving the following LMI
optimization problem of η scalar

min
Qi,j ,G1,W i

η

subject to⎡⎢⎢⎣
G1 +GT

1 −Qi,j ∗ ∗ ∗
N0,i,j Qm,n ∗ ∗

0.5Q
1/2
R (Ci +Cj)G1 0 ηI ∗

0.5R
1/2
R (W i +W j) 0 0 ηI

⎤⎥⎥⎦ � 0, (17)

Qi,j 	 γ2I

for all i,m = 1, . . . ,M and j � i, n � m, where
N0,i,j = 1

2 [(A
i + Aj)G1 − BiW j − BjW i] and local

feedbacks gains are Ki
1 = W iG

−1
1 .

Proof. see Rong and Irwin (2003).

3.6 Model predictive control

Even though PDC regulator can be designed with con-
straints on the control input, the performance of such a
control is suboptimal in an control areas close to satura-
tion, this is due to linear behaviour of PDC at any given
time point. One way to alleviate this problem is to use
MPC with can deal with constraints in a very efficient
way. Approach presented below achieve stability by im-
plementing the terminal cost function Qf . One can find a
terminal cost function by solving regulator problem (17)
with constraints (14), and afterwards finding minimal Qi,j

which allows to compute final cost as Qf = η(Qi,j,min)
−1.

Taking this into account we can state the model predictive
control as a Quadratic programming problem (QP), which
is to solve at each iteration k, in a following way:
minimize

x̊T
f,k+Tc

Qf x̊f,k+Tc
+

k+Tc−1∑
τ=k

x̊T
f,τQrx̊f,τ + ůT

f,τRRůf,τ
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Figure 1. Laboratory model of a tunnel furnace – hardware
setup

subject to

x̊min � x̊τ � x̊max, τ = k + 1, . . . , k + Tc

umin + Sf̊k − uτ � ůτ � umax + Sf̊k − uτ ,

τ = k + 1, . . . , k + Tc
x̊f,τ+1 = Aτ x̊f,τ+1 +Bτ ůτ , τ = k + 1, . . . , k + Tc (18)

with variables x̊f,k+1, . . . , x̊f,k+T and ůf,k, . . . , ůf,k+Tc−1.
Here, Tc is a control (planning) horizon, QR 	 0 and
RR � 0 are suitable weight matrices with terminal cost
function Qf . The problem is a convex QP, with problem
data: starting point of optimization is x̊f,k = x̂f,k − xf,k,
and matrices Aτ and Bτ are defuzzified along the previ-
ously computed trajectory path (but not including −S ∗
f̊k factor). Let x̊∗f,k+1, . . . , x̊

∗
f,k+T , ů

∗
f,k, . . . , ů

∗
f,k+Tc−1 be

optimal for (18). The MPC policy takes the first control

action in this plan, as our control uf,k = ů∗f,k−Skf̊k+uk.
For the next control step, for defuzzification of matrices
Aτ and Bτ it is assumed that last control takes a form of
PDC control uf,f,k+Tc

= K1,k+Tc x̊f,k+Tc
−Skf̊k+uk+Tc

,
found by solving regulator problem (17) with constraints
(14).

4. ILLUSTRATIVE EXAMPLE

The selected non-linear system results from a laboratory
model of tunnel furnace. The considered tunnel furnace is
designed for the simulation in the laboratory conditions of
the real industrial tunnel furnaces, which can be applied
in the food industry or production of ceramic among
others. The furnace is equipped in three electric heaters
and four temperature sensors. The required temperature
of the furnace can be kept by the controlling of the
heaters work. This task can be achieved by the group
regulation of the voltage with the application of controller
PACSystems RX3i manufactured by GE Fanuc Intelligent
Platforms and semiconductor relays RP6 produced by
LUMEL, providing impulse control with a variable impulse
frequency, fmax = 1Hz. The temperature of the furnace is
measured via IC695ALG600 module from Pt100 resistive
thermal devices (RTDs). The visualisation of work of the
tunnel furnace is made by Quickpanel CE device from
GE Fanuc Intelligent Platforms. Its hardware setup can
be seen on Fig. 1.

The tunnel furnace can be considered as a three-input and
four-output system. Based on an experimental data, with
a sampling time of 1s, a normalized T-S model, which ap-
proximates the non-linear behaviour of the tunnel furnace,
is obtained by linearising system around five operating
points. The matrices Ai, Bi are acquired with the premise

variable wk = yk,2 and triangular membership functions.
For the subsequent simulation it was assumed that the
third sensor is unavailable. The following numerical values
were used:

A1 =

⎡⎣1.0021 −0.0040 −0.0230 0.0259
0.0023 0.9960 −0.0083 0.0099
0.0024 −0.0028 0.9907 0.0099
0.0009 −0.0005 −0.0059 1.0051

⎤⎦ ,

A2 =

⎡⎣0.9995 −0.0048 0.0010 0.0038
0.0003 0.9956 0.0008 0.0028
0.0001 −0.0014 0.9994 0.0011
0.0002 −0.0023 0.0005 1.0011

⎤⎦ ,

A3 =

⎡⎣1.0013 −0.0034 0.0024 −0.0009
0.0021 0.9970 0.0002 0.0004
0.0011 −0.0002 0.9976 0.0013
0.0006 0.0001 −0.0006 0.9993

⎤⎦ ,

A4 =

⎡⎣ 0.9993 −0.0022 0 0.0029
0.0002 0.9967 −0.0005 0.0034
−0.0003 0.0001 0.9987 0.0006
0.0004 −0.0018 0.0016 0.9989

⎤⎦ ,

A5 =

⎡⎣ 0.9977 −0.0054 0.0065 0.0002
0.0003 0.9925 0.0063 0
−0.0030 −0.0025 1.0071 −0.0035
−0.0046 −0.0011 0.0093 0.9944

⎤⎦ ,

B1 =

⎡⎣ 0.4565 0.7132 −0.3372
0.2529 0.5025 −0.1768
−0.0991 0.2829 0.2101
0.0196 0.1951 0.1526

⎤⎦ ,

B2 =

⎡⎣ 0.0590 −0.0169 0.5376
0.1541 0.1590 0.2107
0.0760 0.0264 0.3059
−0.1752 0.1992 0.3504

⎤⎦ ,

B3 =

⎡⎣0.1647 0.1054 −0.0362
0.0853 0.1502 −0.0291
0.0295 0.1020 0.0665
0.0184 0.0513 0.1089

⎤⎦ ,

B4 =

⎡⎣0.0090 0.3650 −0.0617
0.2099 0.4394 −0.2910
0.2848 0.3058 −0.2542
0.2192 0.2708 −0.2352

⎤⎦ ,Li = −Bi, ∀i∈{1,...,5},

B5 =

⎡⎣0.0383 −0.0081 0.3631
0.3795 −0.2730 0.2910
0.4411 −0.4493 0.3601
0.7984 −0.4391 −0.1311

⎤⎦ ,C =

[
1 0 0 0
0 1 0 0
0 0 0 1

]

The reference input is defined by

uk,1 = uk,2 = uk,3 =

{
0.4 k < 3600
0.8, k � 3600

The actuators fault scenario, i.e. a multiplicative decrease
of the performance of the heaters, is described as follows

fk = diag(rk,1, rk,2, rk,3)uf,k

where

rk,1 =

{
0, k < 1800
0.2, k � 1800

rk,2 =

{
0, k < 1200

0.15 + 0.13 ∗ sin(k/150), k � 1200

rk,3 =

⎧⎨⎩
0, k < 1500

1

15
(2 + cos(k/320) + 0.5 ∗ sin(k/160)

+0.5 ∗ cos(k/640) + 0.3 ∗ sin(k/60)), k � 1500

Also saturated inputs are considered with values in
the range of [0, 1]. Therefore regulator for FTC system
was designed with additional constraint condition with

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

88



0 1000 2000 3000 4000 5000 6000 7000
0.4

0.5

0.6

0.7

0.8

0.9

1

Discrete time

C
on

tro
l s

ig
na

l
u f,k,1
u f,k,2
u f,k,3

Figure 2. PDC control law – trajectory of uf,k
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Figure 3. PDC control law – residuals
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Figure 4. Exact MPC control law – trajectory of uf,k

parameters γ = 20 (initial tracking error e0) and λ =
1 (input constraints) and following weighting matrices,
QR = 0.04I and RR = I. For MPC control horizon
Tc = 30 is used and for fast MPC the number of iterations
chosen were equal 5 with a barrier parameter κ = 0.01.
Figs. 2 and 3 present the results achieved for the proposed
FTC strategy (with αk = I) based on PDC control law.
Similarly the results for exact MPC are presented on Fig. 4
and Fig. 5, whereas fast MPC strategy is shown on Fig. 6
and Fig. 7. The PDC control law and exact MPC were
implemented using the generic optimization solver SeDuMi
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Figure 5. Exact MPC control law – residuals
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Figure 6. Fast MPC control law – trajectory of uf,k
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Figure 7. Fast MPC control law – residuals

Sturm (1999), called by YALMIP. SeDuMi is a state-
of-the-art primal-dual interior-point solver that exploits
sparsity. The simulations were performed in MATLAB
on a 2GHz Intel Core 2 Quad Q9000 processor running
Windows 7 x64 version. Given a problem at hand, an exact
MPC required on average 283.6ms (with a maximum time
428.0ms) to solve a problem. (The reported times however
include only SeDuMi CPU time, no YALMIP overhead,
etc.) Whereas fast MPC took on average 1.8ms (with a
maximum time 7.0ms) to solve a problem. It is clearly seen
that even for small number of state dimensions it’s one to
two order of magnitudes faster. The exact MPC at best
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allows for control rates of few hertz, while on the contrary
fast MPC allows for control rate higher than 100Hz.
The comparisons of residuals zk = xf,k − xk on Figs. 3,
5, 7 clearly shows that a sub-optimal PDC control law,
that takes into account worst case scenario, is clearly
worse than either MPC method. It can bee seen that
for small order of fault magnitudes and control signal it
works fine, but when control inputs goes into saturated
state due to the faults, then the residual quickly rises,
which is understandable. If there is no clear redundancy
of actuators system, then the system will undoubtedly
diverge from nominal state at some time point. But it
allows almost 12 degree drop in temperature compared
to nominal state and although it allows for return of the
faulty system to its nominal state it does it very slowly
and the constant overall decline of the system can be seen.
Yet it should still be able to allow some time for system to
persist in this degraded performance state, and thus give
more time for eventual repairs. On the other hand both
MPC policies (the exact one being slightly better in overall
performance, but it hardly can be seen on the figures),
allows for much more confidence in FTC system. We can
see that in a worst scenario they allow only 4 degree drop
in temperature, which is three times better than control
achieved by only PDC control. It allows quite high rates of
return to nominal state and even allows for a short periods
of almost nominal (free of degraded performance) system
state, when the PDC control was clearly in a degraded
state.
As for a control trajectories seen on Figs. 2, 4, 6 it can be
observed that inputs are often in a saturated state. Where
there were no constraints involved all FTC strategies fared
well. But in a saturated case the PDC control is much less
active compared to either of MPC strategies. This is due
to a fact that PDC control law is added to nominal input
and fault correcting term, which could not be involved in
its design. Whereas both MPC methods take into account
current fault estimate and nominal input, which allows
them to use the system matrices to devise an optimal
control, permitting for correction of nominal input. It can
be clearly seen that some inputs fall below nominal control
input level. The difference in control strategies between
exact and fast MPC is hardly noticeable, though it can
be said that the fast MPC is somewhat less aggressive
(compare uf,k,1), but it should be noted also that faults in
this example where depending on current control action so
the exact realisation of faults scenario acting on a system,
where slightly different — the more aggressive control
action, then greater absolute value of fault. Nevertheless
as was mentioned above, both MPC strategies performed
with a very similar performance, but fast MPC allows for
much greater control rates and thus implementation of
FTC strategies for a greater number of systems.

5. CONCLUSIONS

In this paper, an active FTC strategy has been proposed.
This approach has been developed in the context of to
T-S fuzzy systems.The key contribution of the proposed
approach is an integrated FTC design procedure of the
fault identification and fault-tolerant control schemes. De-
sign procedure also allows to include input constraints into
FTC system. Fault identification is based on the use of an
observer. Once the fault have been identified, the FTC

controller is implemented as a state feedback controller.
This controller is designed such that it can stabilize the
faulty plant using Lyapunov theory and LMIs and allows
to minimize quadratic objective function similar. Lastly
there is provided a way of predictive fault tolerant control
of T-S fuzzy systems. Illustrative example for non-linear
system described by T-S fuzzy models is provided that
show the effectiveness of the proposed FTC approach.

REFERENCES

Blanke, M., Kinnaert, M., Lunze, J., and Staroswiecki, M.
(2003). Diagnosis and Fault-Tolerant Control. Springer-
Verlag, New York.

Boyd, S., Ghaoui, L.E., Feron, E., and Balakrishnan, V.
(1994). Linear Matrix Inequalities in System and Con-
trol Theory, volume 15 of Studies in Applied Mathemat-
ics. SIAM.

Dziekan, L., Witczak, M., and Korbicz, J. (2009). Active
fault-tolerant control design for takagi-sugeno fuzzy sys-
tems. In Proc. 7th IFAC Symposium on Fault Detection,
Supervision and Safety of Technical Processes, 450–455.
Barcelona, Spain.

Hui, S. and Zak, S. (2005). Observer design for systems
with unknown input. International Journal of Applied
Mathematics and Computer Science, 15(4), 431–446.
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Abstract: In this paper a consensus based distributed recursive algorithm for real time change
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distinguished. Convergence of the algorithm to the optimal centralized solution defined by a
weighted sum of the results of local signal processing is discussed. Simulation results illustrate
characteristic properties of the algorithm.
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1. INTRODUCTION

Signal processing using distributed sensors is a field of
growing interest, having in mind the low cost and increased
computational capabilities of sensors, as well as the avail-
ability of high speed networks connecting the sensors (e.g.,
Vishwanathan and Varshney (1997)). One of the typical
tasks of sensor networks is distributed detection. In the
case of detection of changes in the monitored environment,
it is often desirable to have a possibility to test the decision
variables in real time at any node in the network, and not
only at predefined fusion nodes.
There have been some recent attempts to apply con-
sensus techniques to the distributed detection problem.
However, the underlying assumption is that the dynamic
agreement process starts after all data have been col-
lected. In Stanković et al. (2009, 2007) algorithms for
distributed state and parameter estimation have been
proposed by combining local overlapping decentralized
estimation schemes with a dynamic consensus algorithm.
Decentralized fault detection and isolation observer based
on a combination of local observers and a consensus strat-
egy has been proposed in Ilić et al. (2010). In Stanković
et al. (2010) a distributed real time change detection
algorithm based on a consensus has been introduced. It
can be aimed at distributed fault detection based on the
obtained residuals from the aforementioned decentralized
observer but its design allows general application in the
field of distributed change detection via sensor networks.
Analogous algorithms for distributed detection based on
the “running consensus” methodology have been proposed
and discussed in Braca et al. (2008).

In this paper a consensus based algorithm for dis-
tributed change detection while monitoring the environ-
ment through a wireless sensor network is discussed
(Stanković et al. (2010)). Specific requirements regard-
ing consensus matrices that should be satisfied in order
to achieve convergence of the algorithm to the optimal
centralized solution are analyzed. It is shown how the

communication gains used by the algorithm can be ob-
tained by linear programming, starting from the selected
weights of local decision variables, for both constant and
random consensus gains. In the case of simple measure-
ment models, defined in the form of a sum of a parameter
and the measurement noise, the weights can be derived on
the basis of the a priori known local parameter jumps and
the measurement uncertainty.

The outline of the paper is as follows. In Section 2 a
distributed consensus based change detection scheme is
described. Subsection 3.1 is devoted to the convergence
analysis assuming constant consensus gains, while in sub-
section 3.2 the convergence results are extended to the case
of random consensus gains. Communication gains design
and simulation results are discussed in Section 4.

2. DISTRIBUTED CHANGE DETECTION
ALGORITHM

Consider a sensor network containing n nodes, where
each node collects locally available measurements and
generates at each discrete time instant t a scalar quantity
xi(t), i = 1, . . . , n, directly, or as a result of local signal
processing. We shall consider in the sequel {xi(t)} as
mutually independent stationary random sequences with
means E{xi(t)} = mi and covariances ri(τ) = E{(xi(t)−
mi)(xi(t+ τ)−mi)}. We shall assume that the network is
aimed at change detection purposes.

The simple model usual for the domain of hypotheses
testing is assumed: x = m + ε, where x = [x1, . . . , xn]T ,
m = [m1, . . . ,mn]T and ε = [ε1, . . . , εn]T , with ε ∼
N (0,Σ), where Σ = diag{σ2

1 , . . . , σ2
n}. Assuming that

m = θ0 = 0 in the case of no change and that m = θ1 =
[θ1

1, . . . , θ
1
n]T , where θ1

i > 0 for some i in the case of change,
we can calculate the log likelihood ratio for the data set
containing x(t), t = 1, . . . , N , and obtain

L(N) =
N∑

t=1

log
pθ1(x(t))
pθ0(x(t))

= θ1T Σ−1
N∑

t=1

(x(t)− 1
2
θ1) (1)
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(Ding (2008); Basseville and Nikiforov (1993)). Starting
from (1), one can apply the general methodology for con-
structing on-line change detection algorithms belonging to
the geometric moving average control charts (Basseville
and Nikiforov (1993)) and obtain the global decision func-
tion for the whole network, generated recursively by

sc(t+1) = αsc(t)+(1−α)
n∑

i=1

wixi(t+1), sc(0) = 0 (2)

where 0 < α < 1 is the forgetting factor and wi = kθ1
i σ
−2
i ,

with k = (
∑n

i=1 θ
1
i σ
−2
i )−1, are the components of the

vector wT = kθ1T Σ−1. It is important to notice that the
algorithm (2) requires a fusion center.

The considered consensus based distributed change detec-
tion algorithm (Stanković et al. (2010)) does not require
a fusion center and output of any preselected node can
be used as a representative of the whole network and
be tested w.r.t. a pre-specified common threshold. The
basic assumption for this algorithm is that the nodes of
the network are connected in accordance with an n × n
time varying matrix C(t) = [cij(t)] satisfying cij(t) ≥ 0,
i �= j and cii(t) > 0, i, j = 1, . . . , n, which formally repre-
sents the weighted adjacency matrix for the underlying
time varying graph representing the network, and that
C(t) is row stochastic for all t. The algorithm generates
the vector decision function of the network, denoted as
s(t) = [s1(t), . . . , sn(t)]T :
s(t+1) = αC(t)s(t)+(1−α)C(t)x(t+1), s(0) = 0. (3)

Notice that the consensus matrix C(t) performs “con-
vexification” of the neighboring states for each node and
enforces in such a way (under appropriate conditions) con-
sensus between all the nodes. In such a way, after achieving
the condition that si(t) ≈ sj(t), i, j = 1, . . . , n, change
detection can be done by testing si(t) for any preselected
i with respect to a given common threshold λc, provided
(3) gives a good approximation of sc(t) generated by (2).

3. CONVERGENCE ANALYSIS

3.1 Constant Consensus Gains

We start from the following assumptions:
A1) C has the eigenvalue 1 with algebraic multiplicity 1;
A2) limi→∞ Ci = 1wT .
Under A1), Ci converges when i tends to infinity to a
nonnegative row stochastic matrix with equal rows, e.g.
Olfati-Saber et al. (2007). Knowing w from the general
problem setting based on the centralized detection strat-
egy, we can construct C satisfying A2) by solving for C
the linear equation known from the theory of stationary
Markov chains

wTC = wT , (4)
under the constraints that: 1) preselected elements of C
are equal to zero (indication that there can be no commu-
nication between the corresponding nodes) and 2) matrix
C is row stochastic, satisfying the given assumptions.

The error vector between the vector s(t) and the state of
the optimal centralized scheme will be defined as e(t) =
s(t) − 1sc(t), where 1 = [1 · · · 1]T . Iterating (3) and (2)
back to the zero initial conditions, we obtain that e(t) =
(1 − α)

∑t−1
i=0 α

i[ϕ(t − 1, t − i − 1) − 1wT ]x(t − i), where

ϕ(i, j) = C(i) · · ·C(j), i ≥ j. The focus of the analysis is
placed on the error covariance matrix, defined as

Q(t) = E{e(t)e(t)T } − E{e(t)}E{e(t)}T (5)
and the following theorem (Stanković et al. (2010)) pro-
vides an insight into its asymptotic properties.
Theorem 1. Let assumptions A1) and A2) hold, together
with:

A3) maxi

∑t
τ=0 |ri(τ)| ≤ K; 0 < K <∞.

Then,
maxi,jQij(t) ≤ O((1− α)2),

where Qij(t) are the elements of Q(t) in (5).

3.2 Random Consensus Gains

The results from the previous section related to the case of
time invariant consensus matrices will be generalized here
to time varying random consensus matrices, case of sub-
stantial importance from the point of view of applications
of the proposed algorithms in real sensor networks.

We shall assume that the sequence {C(t)} is a sequence
of mutually independent identically distributed random
matrices independent from the sequence {x(t)}, such that
matrix C(t) is realized at each discrete time instant t as
matrix C(k) with probability pk, k = 1, . . . , N , N < ∞,∑N

k=1 pk = 1; the realization matrices C(k) = [c(k)
ij ], i, j =

1, . . . , n, are constant nonnegative row stochastic matrices,
satisfying c

(k)
ii > 0. The mathematical expectation of C(t)

is given by C̄ = E{C(t)} =
∑N

k=1 C
(k)pk.

We shall design the algorithm and analyze its convergence
using the following assumptions:
B1) C̄ has the eigenvalue 1 with algebraic multiplicity 1;
B2) limi→∞ C̄i = 1wT .
The design of the detection algorithm incorporates defi-
nition of the realization matrices C(k), together with the
corresponding probabilities pk. According to assumption
B2), we have to solve solve for pk and the elements of
C(k), k = 1, . . . , N , the following nonlinear equation

wT C̄ = wT
N∑

k=1

(I + C [i,j])pk = wT , (6)

where w ≥ 0 is a given weighting vector resulting from the
centralized strategy (2).

Error covariance matrix central for the convergence anal-
ysis in the case of random consensus gains is defined as
Q(t) = Eϕ{EX{e(t)e(t)T } − EX{e(t)}EX{e(t)}T } (7)

and the following theorem concerned with it can be proved.
Theorem 2. Let assumptions B1), B2) and A3) hold.
Then, in the case of random consensus matrices satisfying
the above assumptions

maxi,jQij(t) ≤ O((1− α)),
where Qij(t) are the elements of Q(t) in (7).

It is important to notice at this point that the result of
Theorem 2, when compared to the result of Theorem 1,
shows that randomness of the network causes an increase
of the error covariance, as it could be expected. Illustra-
tions of the resulting detection efficiency, which is still very
satisfactory, will be given in the next section.
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4. COMMUNICATION GAINS DESIGN AND
SIMULATION RESULTS

The starting point in the design of the communication
gains, for both constant and random consensus gains, is
the weight vector w. Based on the a priori known local
parameter jumps (θ1

i ) and the measurement uncertainty

(σ2
i ) its components are determined by wi = θ1

i σ−2
i∑n

i=1
θ1

i
σ−2

i

.

In the case of constant C communication gains are ob-
tained by solving the linear equation (4) under the fol-
lowing constraints: 1) elements of C = [cij ] are bounded,
0 < cij < 1; 2) C is row stochastic and 3) some elements
of C are zero (no communication between the correspond-
ing nodes where nodes represent, e.g., randomly spatially
distributed agents within the square area, nodes are con-
nected if their distance is less than some predetermined
threshold, in this case half of the side of the square).
Problem of finding the appropriate sequence {C(t)} in the
case of random consensus gains is more complex than the
one discussed above when C(t) = C. The setting of ma-
trices {C(t)} from previous section obviously encompasses
the asynchronous asymmetric gossip algorithm with one
message at a time; e.g., if the node j communicates to
the node i, the corresponding realization simply has the
form C(k) = I + C [i,j], where C [i,j] = [c[i,j]] is an n × n
matrix which contains zeros at all places except the (i, j)-
th place where it contains γij and the (i, i)-th place where
it contains −γij , 0 < γij < 1. Synchronous asymmetric
gossip algorithms can also be treated by constructing the
corresponding realizations in an appropriate way using
realizations C(k) with more nonzero off-diagonal elements.
Communication faults can be obviously modelled similarly,
by forming realizations C(k) in accordance with the struc-
ture of faults (see, e.g., Stanković et al. (2009)). Just to ex-
plain the main idea, let us consider a sensor network with
n = 3 nodes where every node is connected to the other
two. Assuming that we have the asymmetric asynchronous
gossip algorithm with one communication at a time, there
are N = 6 possible realization matrices C(k), k = 1, . . . , N ,
so we have C(1) = I +C [1,2], C(2) = I +C [1,3], C(3) = I +
C [2,1], C(4) = I +C [2,3], C(5) = I +C [3,1], and C(6) = I +
C [3,2]. Consequently, one obtains that C̄ =

∑N
k=1 C

(k)pk =⎡
⎣ 1− γ12p1 − γ13p2 γ12p1 γ13p2

γ21p3 1− γ21p3 − γ23p4 γ23p4

γ31p5 γ32p6 1− γ31p5 − γ32p6

⎤
⎦.

Solving the equation (6), compared to the problem in (4),
involves more degrees of freedom, and we have two options:
a) to adopt values of the probabilities pk - one can, e.g.,
set pk = 1/N , k = 1, . . . , N . In this case the resulting con-
straint is that the non-diagonal elements of C̄ are bounded
within the interval (0, 1/N) while diagonal elements are
bounded within (0, 1), the additional two are constraints
2) and 3) introduced above, holding for C̄ instead of C;
b) to adopt values of the elements of C(k), i.e., the set of
parameters γij . The first choice is to set all γij to one value
(the case when γij = 0.5 corresponds to the randomized
”gossip” algorithm, with the difference that there is only
one communication at a time (instead of pairwise com-
munication), leading to nonsymmetric consensus matrices
(instead of symmetric)). Now the additional constraint is
that the sum of all non-diagonal elements in C̄ is equal to
that common value of γij (as can be seen from the example

above), the other three constraints are those corresponding
to the case when C(t) = C, holding for C̄ instead of C.

From the point of view of application of the proposed
algorithm in real sensor networks the case a) corresponds
to the case when possible communications between the
nodes occur with some predefined probabilities (e.g., each
possible communication occurs with the same probability)
while the case b) encompasses situations where the nodes
send their data with some predefined weights each time
communication occurs (e.g., whenever communication oc-
curs nodes send their data with the same weights). More
degrees of freedom in (6) allow addition of a constraint that
all columns (or rows) in C̄ have equal elements (excluding
diagonal elements). In practical applications this means
that all possible communications when a node sends (or
receives) data happen with the same probabilities or, alter-
natively, with the same weights. As can be seen, different
ways of design of a sequence {C(t)} open up many new
possibilities for the design of sensor networks in practise.

Sensor network with n = 10 nodes is considered in the
simulation, where the means θ1

i are randomly taken from
the interval (0, 1], and variances σ2

i randomly taken from
the interval [0.5, 1.5] (θ0

i = 0 in the case of no change),
i = 1, . . . , n. Communication gains in the case of constant
C are obtained by solving the linear equation (4), as
described above. For the random consensus gains case the
sequence {C(t)} was obtained by putting all γij to be
0.5 (one can also, using the above described methodology,
adopt values of pk), with the addition that all columns in
C̄ have equal elements (excluding diagonal elements). We
analyze properties of the proposed algorithm w.r.t. forget-
ting factor α and cases of constant and random consensus
gains are distinguished. The moment of change is chosen to
be t = 200. The algorithm effectively achieves very similar
behavior of all of the nodes, with local decision functions
getting closer to the global decision function as α → 1.
In Fig. 1 one realization of the global decision function is
given by magenta line, together with the decision function
of one randomly selected node (blue line) for α = 0.9 and
α = 0.99; case of constant consensus gains is shown on
the left while case where consensus gains are random is
shown on the right. In addition, in Fig. 2 mean ± one
standard deviation of the global decision function is given
by dashed lines, together with the decision function of one
randomly selected node (solid line). In accordance with the
convergence analysis in the previous section, the introduc-
tion of randomness into consensus matrices increases error
covariance. Nevertheless, the resulting detection efficiency
is still satisfactory (for α close to 1), as can be also seen
from Fig. 3 where estimation of the distribution of detec-
tion times (the moment of change is t = 500) is given for:
global decision function (up), case of constant C (middle)
and random consensus gains case (down).
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Fig. 1. Decision functions for one node (blue) and global
(magenta) - one realization. Constant consensus ma-
trix C - left; random C(t) - right.
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Fig. 2. Decision functions for one node (solid lines) and
global (dashed) - mean ± standard deviation. Con-
stant consensus matrix C - left; random C(t) - right.
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Fig. 3. Estimation of the distribution of detection times:
global decision function (up); case of constant consen-
sus matrix C (middle); random C(t) (down).
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Appendix A. CONSENSUS GAINS - NUMERICAL
EXAMPLES

One realization of a sensor network from Section 4 gives
the weights wT = [10.09 0.8 8.08 14.53 1.75 27.47 7.64 3.05
10.72 15.87] · 10−2. The obtained consensus matrix C(t) =
C for one realization of spatial distribution of sensors is⎡
⎢⎢⎢⎢⎢⎢⎢⎣

44.49 0 9.79 9.78 4.34 16.29 7.34 0 7.96 0

0 24.67 44.63 0 30.71 0 0 0 0 0

14.12 4.54 23.94 0 8.97 48.44 0 0 0 0

6.89 0 0 16.08 0 27.71 10.13 0 12.07 27.13

28.01 13.51 39.05 0 19.43 0 0 0 0 0

4.23 0 14.99 15.16 0 42.63 8.24 5.12 9.64 0

11.61 0 0 19.23 0 27.21 14.27 11.49 16.19 0

0 0 0 0 0 46.69 28.12 25.19 0 0

8.62 0 0 16.54 0 24.92 11.29 0 13.27 25.36

0 0 0 23.97 0 0 0 0 18.00 58.03

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· 10−2

It can be easily verified that limi→∞ Ci = 1wT . In the
case of random consensus gains the obtained mathematical
expectation C̄ of C(t) is⎡
⎢⎢⎢⎢⎢⎢⎢⎣

92.48 0 0.87 1.56 0.19 2.94 0.82 0 1.15 0

0 98.95 0.87 0 0.19 0 0 0 0 0

1.08 0.09 95.70 0 0.19 2.94 0 0 0 0

1.08 0 0 92.31 0 2.94 0.82 0 1.15 1.70

1.08 0.09 0.87 0 97.97 0 0 0 0 0

1.08 0 0.87 1.56 0 94.20 0.82 0.33 1.15 0

1.08 0 0 1.56 0 2.94 92.94 0.33 1.15 0

0 0 0 0 0 2.94 0.82 96.24 0 0

1.08 0 0 1.56 0 2.94 0.82 0 91.90 1.70

0 0 0 1.56 0 0 0 0 1.15 97.30

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
· 10−2

One can easily verify that limi→∞ C̄i = 1wT , and that
sum of all non-diagonal elements is equal to 0.5.
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Abstract: The paper reports an innovative extension of the possibilities concerning monitoring, planning, 
control and diagnosis for mobile robots in production systems. This extension is realized through the 
integration of monitoring, planning, control and diagnosis in a well-considered concept and through 
vertical connection with supervising industrial levels and direct control system of the mobile robots. The 
developed exemplary application is based on a kinematic-dynamic prediction model which makes use of 
data collected in a common database and sends request for decisions to higher levels when it is necessary. 
The levels mentioned above form a hierarchical IT-structure which main purpose is increasing system 
efficiency and reliability by ensuring the best possible data flow as well as data processing. In this paper 
ways of increasing the performance of the control system operation of mobile robots, methods of 
information collecting and methods of sharing them in the entire structure are described. Furthermore 
ways of cooperation for the particular applications are considered. Finally, an example of using data in 
the robot prediction model, which was collected in the system during task planning and testing, is 
presented.   

Keywords: mobile robot, torque/position control, predictive control, diagnosis, monitoring. 

 

1. INTRODUCTION 

1.1 Paper content  

The presented research is based on the integration of the 
production system IT-infrastructure based on mobile robots 
as they are frequently used in production companies. The 
main emphasis is placed on ensuring the information flow as 
appropriate as possible. This flow is realized among all 
infrastructure components in order to enable high 
optimization possibilities of the system operation. The 
proposed sensible structure of the system is described in 
Section 1.2. Section 2 presents possible extensions of the 
system performance compared against the state of the art. 
Section 3 describes one exemplary system operation cycle in 
order to elucidate the main ideas behind the advanced control 
and diagnosis concept. The scenario is concentrated on the 
complex energy consumption optimization of multiple robots 
while the trajectories and driving behaviours are being 
predicted.  

1.2 Industrial IT infrastructure – description  

The highest position in the IT-structure (Fig.1) of production 
companies is usually the process and business Management 

level which consists of programs supporting resource 
management, customer and supplier relations and product 
management. The main task of this level is creating analyses, 
supporting business decisions, parameters tuning and 
activities planning. On this level system Enterprise 
Resource Planning (ERP) is often applied, its main task is 
centralization of the data in one place in order to effectively 
use them. ERP connects data come from various applications 
working in different functional areas such as finance, 
marketing and sales, human resource and manufacturing 
applications in order to ensure proper communication in the 
Business Management domain. The next lower level includes 
Process Control Systems which connect production and 
business management areas. Those systems are responsible 
for performing production plans. That level consists of 
various applications of supervision systems and production 
visualization. The main tasks of those systems are 
supervision and management of technological processes. 
MES (Manufacturing Execution Systems) use systems, 
technologies, applications, electronic devices and automation 
elements. This enables collecting data directly form 
production and transfer to the Business Management field. In 
order to enable communication between all levels the use of 
an uniformed and unified communication standard is 
common. OPC (OLE - Object Linking and Embedding - for 
process control) is an open communication standard used in 
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industrial automation and in information systems for Process 
and Business Management. OPC allows using uniformed 
access methods and data descriptions (interface) for 
technological processes. Those methods are independent of 
type and data source. For many packages applications server 
OPC supplies data in a uniformed way from devices 
controlling and supervising the technological process. The 
OPC mission is the definition of the common interface which   
once made can be used by any business client, SCADA 
applications, HMI or any other application packages. The use 
of that standard eliminates necessity of special driver 
implementations in order to allow access to process data for 
any other software. If a server OPC will be created for a 
specific device, it can be also used again by any other 
application which is an OPC client.  

The specific concept presented in this publication can be 
found on the third level. Here a system is located which 
integrates Monitoring, Planning, Control and Diagnosis
(MPCDS). The main task of this system is the supervisory 
control of a highly flexible manufacturing system based on 
mobile robots. This system must have the possibility to easily 
connect to the existing structure. There is no necessity to 
create separate systems collecting data from individual 
devices, Business Management department etc. Those data 
can be taken using the unified standard OPC which is widely 
used in industry. Basing on the computations results the 
MPCD system supplies necessary parameters for the 
movement planning level as well as reports for Process and 
Business Management and Process Control Systems.  

On the three lower levels the task and trajectory planning
for mobile robot systems and individual robots can be found, 
as well as the individual mobile robots including their own 
distributed intelligence and a simplified mathematical 
(kinematic and dynamic) model of their behavior and the 
single device which also may dispose of their own local 
intelligence in the sense of ubiquitous computing. 
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Fig. 1. Hierarchical industrial IT infrastructure. 

2. STATE OF THE ART 

2.1 Autonomous driving 

Autonomous vehicles (also called AGV (autonomous guided 
vehicles)) are vehicles driving mostly on wheels which can 
perform complex tasks in real environments and work for an 
extended period of time without human guidance. For the 
sake of simplicity in this publication such autonomous vehi-
cles will be referred to as ”mobile robots”. Different mobile 
robots can be fully or partially autonomous. The required 
degree of autonomous operation is defined by the place of 
operating; the highest degree of independency is desired in 
inaccessible environments where human assistance is par-
ticularly inconvenient (small spaces, harmful environments) 
or even impossible e. g. space exploration missions. Mobile 
robots working autonomously must also avoid situations 
when they could be dangerous especially while interacting 
with humans, but also have to avoid collisions with sur-
rounding objects, other robots and also have to avoid dam-
aging themselves. Nowadays a number of intensive 
researches in the domain of autonomous driving for wheeled 
mobile vehicles are carried out. Very extensive and 
interdisciplinary knowledge was complied in these works. An 
overall view of the complex functional structure of the design 
and development of intelligent mobile robots is presented by 
e. g. Yavuz (2007) and Ziemniak et al. (2009a). Usually 
researchers are focused on one selected issue, considering it 
in various aspects and applying various methods to solve 
problems in different applications regions. In order to 
describe the latest directions in this field we can divide this 
domain into a few main branches like perception, 
localization, planning and navigation. The following part of 
this section is structured according to these branches.  

The notion Perception summarizes that mobile robots take 
information about the environment by means of measure-
ments using various kinds of sensors and methods of meas-
uring. Crucial to proper estimation of the distance are meth-
ods and algorithms to extract information from those meas-
urements. It is necessary to pay attention for difficult noisy 
data filtering given by sensors Holland (2003). A very good 
overview can be found in Sigewart et al.(2004) and more 
detailed information about many kinds of the sensors which 
have application in mobile vehicles in Borenstein et 
al.(2004). In this field we can find applications for a wide 
range of knowledge such as signal analysis and specialized 
bodies of knowledge such as computer vision to properly 
employ a multitude of sensor technologies.  

Under the notion Localization the fact that mobile robots 
need to exactly determine their position in the environment in 
order to ensure performing the task is considered. That prob-
lem has received high research attention and, as a result, con-
siderable advances have been made on this field. It is neces-
sary to involve computer algorithms, information theory, arti-
ficial intelligence and probability theory in order to find the 
position of the vehicle effectively.  

Many approaches have been proposed for solving Planning 
and Navigation problems for single mobile robots as well as 
multiple mobile robots which interact as multi agent systems 
Tian-Tian et al. (2008). Two main branches dealing with ro-
bot movement can be distinguished – the first focuses on path 
planning problems and the other one on obstacle avoidance. 
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Path/motion planning is a strategic problem-solving compe-
tence. An application implemented in the robot’s control 
system has to calculate trajectories to enable to reach the goal 
position as efficiently and reliably as possible. In order to 
drive the vehicle must follow the previously planned path 
which could be optimized considering different aspects (e.g. 
by means of costs functions) such as minimum time, energy 
consumption, etc. (Posedlowski et al. 2001), (Hahour (2008). 
Important are also physical limitations – acceleration limits 
caused by limited friction force between the ground and 
wheels (Lopetic et al.2003) or limitations of the acceleration 
and centrifugal forces which help saving energy and also help 
lowering uncertainties related to the robot movement and 
secure transported materials (Ziemniak et al. 2009b). The 
second competence is obstacle avoidance because a vehicle 
must, on the basis of information given by sensor readings, 
change/modulate its trajectory in real time in order to avoid 
collisions. Often a separation of planning and navigations 
problems seems not to be suitable because they are strongly 
connected to each other (Sigewart et al. 2004). 

2.2 Monitoring, planning, diagnosis and control 

Monitoring is a process consisting of the data collection 
from the entire industrial production system. It includes con-
tinuous measurements as well as reading and processing of 
data which is received from the mobile robot’s sensors (and 
additional sensors i.e. cameras mounted on the walls). More-
over data is collected also by cooperating with the devices of 
the mobile robots. Considerable attention is paid on taking 
advantage of existing sensors measurements instead of fitting 
additional ones. One can extend monitoring if all actuators 
are used as sensors and are combined with advanced model 
based methods. In the case of many devices monitoring is a 
function of its own. For this reason it is very often necessary 
to collect the information and than send it to an appropriate 
place. The data is recorded for subsequent decision process in 
diagnostic expert system (Pieczynski 2003). The Diagnostic 
application consists of appropriate computational tools for 
detecting information from the stream of the data received 
form the monitoring. That level also supervises actual state of 
the task completion. The monitoring in case of mobile robots 
provides data to enable the optimization of the entire system 
operation and in general for the sake of increasing safety, 
availability and reducing energy consumption. Information 
which provides monitoring is used on each level of industrial 
IT infrastructure.  

Planning is the theoretical (pre-)processing of future activi-
ties and is probably the essential management function. Man-
aging departments need to plan all resources such as raw 
materials, external parts, personnel and all equipment in-
cluding mobile robots in order to produce effectively and 
efficiently. 

Diagnosis is usually understood as the process of estimating 
the object condition. Diagnosis is carried out by the estima-
tion of important parameters and the determination what 
should be done in case when faults occur. It is possible to 
increase the meaning of the notion “diagnosis” if this level 
has both communication with the higher levels and access to 

all data which an advanced monitoring system is able to pro-
vide. Ensuring a suitable vertical information flow (see Fig. 
1) this level is able to make more complex analyses. The di-
agnosis application has functions/tools to extract relevant 
information from entire industrial system and then to make 
appropriate decision or send reports to the right places. 
Moreover, the goal of an advanced diagnostic application is 
to check continuously how the system works instead of just 
checking if and what is wrong. This application is then able 
to supervise a system during normal work conditions. In that 
way the data collected before is used to verify if changed 
values of the measured parameters are caused by occurrence 
of the fault or normal gradually device wear. The advanced 
functions of diagnosis provide also information about incor-
rect behaviour of devices cooperating with mobile robots e. g. 
inaccurate load positioning on the mobile robot platform. In 
some cases that level needs to communicate with higher lev-
els to ask which decision proposal should be chosen or ask 
for new task parameters for the mobile robots. In this case 
diagnosis is a supervising and decision process. The one of 
main tasks in the more conventional approach to diagnosis is 
fault detection. Applications of autonomous mobile robots 
have high requirements for reliability and safety. Fault diag-
nosis can be a critical task for mobile robots, especially when 
the vehicles operate in a hazardous and difficult to reach en-
vironments such as planetary rovers or while interacting with 
the human both in industrial tasks and traffic in the urban 
environment. It is possible to divide diagnosis into fault de-
tection systems and fault tolerant systems. A fault tolerant 
control (FTC) system is a control system which enables to 
continue the operation in case of the expected occurrence of a 
fault. It is possible to reduce performance (drive abilities) and 
then the system is able to continue the task instead of failing 
completely, while some part of control system or hardware 
fails. Many FTC methods have been recently developed and 
many are based on active (analytical) systems called model 
based fault detection and isolation (FDI) scheme and are 
based on analytical redundancy. Those systems called high 
level protection systems are based on precise diagnostic in-
formation about the state of the system. Underlying is a on-
line process and a control reconfiguration mechanism. Ad-
vantages of that FTC system are introduced e. g. by 
Kościelny et al. (2006). For purposes of robot’s diagnosis 
advanced methods are used. Algorithms are based on analyti-
cal-mathematical model, heuristic (expert’s knowledge or 
learning machines methods), artificial intelligence (neural 
networks, fuzzy logic) as well as on hybrid models which 
contain all mentioned methods (Merzouki et al. 2010). For 
our further investigations we use appropriate methods for 
robust and efficient real-time diagnosis which are proposed 
by Freitas et al. (2004). The analytical methods to create a 
diagnostic system, such as Kalman filtering and particle fil-
ters which are used widely in robotics are proposed by our 
research group in Zając et al. (2008). An artificial intelligence 
method using neural networks is also introduced in Zajac et 
al. (2009).  

The notion Control is used in the sense of the regulation. It 
relies on adjusting input signals sent to the controlled ob-
ject/structure in order to achieve the desired level of the out-
put signal. Input values are estimated in the theoretical model 
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of the object. Control can be performed in open loop where 
input signals are dependent only on the predicting method. 
However, in engineering often systems working with feed 
back are used. Those systems are equipped with sensors 
which measure outputs signals and allow respecting those 
measurements in predicting process. On the base of the data 
collected by the sensors controller regulate a variable at a 
setpoint or reference value. In case of an autonomous guided 
vehicle motor outputs are modulated. It is done in order to 
improve the efficiency of the usage of energy, the robustness, 
the drive abilities and finally in order to achieve the desired 
trajectory (Lamon et al. 2004). 

2.3  Safety of human beings 

This section discusses the safety of human beings as this the 
most crucial concern for diagnosis and control of mobile ro-
bots. While AGV are increasingly becoming a part of usual 
industrial environments it is important to ensure the safety of 
human beings which have to interact with them. The safety of 
human beings has to be taken into consideration on each de-
velopment level. On the stage of mechanical designing the 
design has to be optimized in order to decrease the risk of 
injury in the event of accident. Then vehicle’s control system 
has to meet high requirements. In case the safety depends on 
the correct operation of control subsystems such as Electrical, 
Electronic or Programmable Electronic (E/E/PE) then the 
related system has to fulfill functional safety. The norm IEC 
(The International Electrotechnical Commission) 61508 
specifies 4 levels (Safety Integrity Level SIL) of safety per-
formance for a safety function.  

It is one of the most prominent goals of diagnosis to find a 
fault and to aid the control system to make a decision how to 
perform further parts of a given task also regarding safety. 
Additionally it is possible to provide information for higher 
levels, what will make it possible to prevent the occurred 
dangerous situation in the future. It is necessary to take into 
account the human presence while paths for mobile robots are 
planned. In many cases “Double Safety” in the control sys-
tems is used. The most often Double Safety is demanded 
when the probability of occurrence of significant damages is 
present if a failure of the device would happen. When double 
safety methods are required, usually it is necessary to equip 
the respective device with two independent control systems 
or at least it is necessary to double some control circuits. That 
method is also used for storing data. It means that all data is 
stored in two places simultaneously in order to avoid loss of 
important data. It is necessary to comply with the legal regu-
lations. AGV have to fulfil the conditions which contains 
requirements to structure such as electrical or protective 
equipment i. e. to cover norms of International Standard Or-
ganization (ISO) e. g. safety of the motion (ISO 10218) 
(2006).  

2.4  Actuators as sensors 

Large expenditures for diagnosis can be saved if actuators are 
directly used as sensors. An actuator is typically the me-
chanical or electromechanical device which converts energy 

into motion or applies a force. A sensor is the physical tool 
that measures physical quantities. It sends the information in 
a form possible to read by the converter and next to the 
measuring device. The most popular sensors deliver informa-
tion in the form one of the electric quantities voltage, resis-
tance or intensity. There are approaches in the literature using 
direct measurements of applied signals for actuators. These 
approaches are made in order to get information about ac-
tuator’s state of work. The mobile robot drive motors can be 
controlled by special electronic control units. Those units 
control torques of the particular motors by adjusting suitable 
current and voltage. For this reason those units must measure 
both mentioned parameters. Thus it is possible to read appro-
priate data from these control units instead of measuring it 
again. For this purpose it is not necessary to integrate addi-
tional sensors and electrical circuits but is enough to adapt an 
appropriate application controlling the mobile robot. The 
advantage of using actuators as sensors is the possibility to 
ensure delivering additional information to the entire control 
system without making the system more complex. Usually in 
that way actuator load is measured. One example of using 
this method is described in Washington et al. (2000). 

3. EXAMPLE OF THE SYSTEM OPERATING CYCLE 

In the previous sections, possibilities of enhancing the system 
efficiency as well as ways of improving the gathering and 
processing of data were described. This section describes one 
example of a task performed by a mobile robot. This descrip-
tion is focused on explaining the cooperation between the 
robot’s control system and the IT-Infrastructure. Presented 
are the stages of the essential data received for computation 
and testing in the mathematical robot’s model.  In those steps 
the optimization of the trajectory and the energy consumption 
is the major task. Considered in this prediction process are 
safety issues (compare section 2.3) in case of receiving the 
warning signal from MPCDS level or disruption in commu-
nication between the robot and the supervising MPCDS level. 
The first part of the presented solution takes into the consid-
eration especially the important role of the management sys-
tems ERP and MES. In particular this solution disposes of 
possibilities of long-term supervision, parameterization and 
robot’s motion optimization respecting management mis-
sions. Additionally the safety of the diagnostic system is 
thoroughly considered in order to be able to store the data 
about robot’s operation according to the industrial software 
engineering safety norms. The core of this system is called 
MPCDS (Monitoring Planning Control Diagnosis System). In 
the example, the respective task is given by the MPCDS us-
ing the following parameters: distance, time (production cy-
cle) and also current values of the parameters: maximum ac-
celeration change, acceleration, maximal velocity, friction 
coefficient between ground surface and the robot’s wheels. 
These data are sent to the robot’s mathematical model and 
tested before sending it to the direct control system of the 
particular drive unit. In the first step, the possibility of per-
forming this task is tested (feasibility test) and then as the 
second and last step the real mobile robot performs the task. 
In this example energy consumption is optimized which is 
especially important for battery powered systems such as 
usual AGV. 
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3.1 Schematic operation of the robot control system  

The application checks at the beginning whether the mobile 
robot is able to perform task received from MPCDS level 
(Fig.2).  

Step 1 - MAX1_distance_time

MAX1 Robot - Stright line motion 

The set of applications under name MAX1

Pobierz zadaną odległośćTake determined distance and 
time

L - distance,  t - time

Step 2 -
MAX1_CurrentParamers_AP1

Pobierz zadaną odległośćCalculate minimal possible 
time

t - MAX!_tMIN_v1

MPCDS

dadtmax

amax

vmax

Current Motion Resistance 
CMR

MAX1_ CurrentParameters
_AP1

MPCDS/MES

t min currently

OK?

ERP

NOYES

Step 3

Pobierz zadaną odległośćIf tMIN>=t Caltulating optimal 
time witch determined criterion

If tMIN=t than t=t optimal

t optimal
MPCDS

dadt<=dadtmax

a<=amax

v<=vmax

MAX1_CMR

MPCDS/MES

Criterion E

Energy

I1

MPCDS/MES
PRODUCTION

I0

L distance, t-
timeMAX1_odleglosc_v1

Fig.2. Testing of the task in the robot’s model.

This check is possible by processing the received data in the 
robot’s dynamic-kinematic model. The model allows gener-
ating expected behaviours of the real robot. When the given 
parameters have higher values than the required maximal 
values the application computes robot’s motion parameters 
(Fig.3). 

I1MAX1 Robot  - Stright line motion 
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Pobierz zadaną odległośćGenerating motor torques

MAX1_Mmotor

Mi=f(t); i=1,2,3,4

MPCDS

Current motion 
resistance CMR

Step 4

Generating curve 
acceleration course a=f(t)

MAX1_gener_func_a

a=f(t)

MPCDS
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Current motion 
resistance CMR

I3

I2

Fig. 3. Generating parameters of the motion. 

After the preliminary task verification the next stage of the 
program is used for testing and performing highly dynamic 
behaviours of the mobile robot (Fig. 3). The predefined in-
dustrial definitions of the short-term motor states are used. 
The result of this stage is set of predicted motors’ torques in 
the dynamic-kinematic robot’s model (Fig. 4). In the subse-

quent step the parameters are sent to the real robot. This step 
may also, if it is necessary decide to interrupt the currently 
performed order and as a second activity ask the application 
MPCDS to change the task. 

I3MAX1 Robot - Stright line motion 
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Pobierz zadaną odległośćGenerating motor torques
MAX1_Mmotor
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MPCDS

Motor’s present

thermal data

Mmax (S1-S2-S3-S6)*
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MES
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t=0
Start• Mmax (S1-S2-S3-S6) – The MPCDS/MES level 

has to determine posibility robot’s operation in 
particular load class regarding norms S1-S2-S3-S6 
and make the choice.

I4

t>0

I4

Fig. 4. Computing the final motor torques. 

The next step (Fig.5) is used for modelling, analysing and 
testing robot’s behaviours while the task is performed. The 
main part of the task consists of the correction of the robot’s 
trajectory. It is done in the case of disturbance such as pres-
ence of other robots or human beings or slipping of the 
wheels. Parameters used in this step to define dynamic states 
tentatively taken from MPCDS are dynamically updated. 
This updating is done every 60s. 
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YES

I3

I6

Fig 5. The modelling, analysis and test of robot’s behaviours. 

The next step (Fig.6) is used in order to ensure safety in the 
technological process. This steps offers additional protection 
in case of disruptions in the real robot’s operation. The main 
emphasis is placed on the safety task division between the 
central intelligence (central dynamic-kinematic robot’s 
model) and the local intelligence (the real drive unit). 
In the last stage (Fig.7) the long-term verification of the as-
sumed optimization process is carried out. The peculiarity of 
the proposed solution is visible in the holistic usages of safety 
software engineering by means of the MPCDS also integrat-
ing ERP systems and MES. 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

99



I5

Pobierz zadaną odległość

Generating motor torques

On the basis local saved 
data and waiting for na 

wytworzenie connection with 
central robot model.

Currently max. 4s

Mi=f(t); i=1,2,3,4

MPCDS

Current motion 
resistance CMR

Connection? NO

YES

I5

I4

Timer
t<4

YES

NO

I0

Fig  6. The safety ensuring of the technological process.
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Fig.7. Long-term verifications. 

4. SUMMARY 

The core objective of the presented research activities is the 
realisation of extensions of the current possibilities concern-
ing monitoring, planning, control and diagnosis of mobile 
robots in production systems as an example for complex in-
dustrial systems. The main result is a hierarchical concept 
and the exemplary realisation of a monitoring, planning, 
control and diagnosis system (MPCDS). This supervisory 
system is under development and requires further 
investigations in order to make an appropriate connection 
among particular applications as well as to ensure 
cooperation with other levels in the considered IT 
infrastructure. 
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Abstract: This paper describes the development of a model of three-spindle pumps. Such pumps are 
used in many application areas such as power generation. The model serves for the simulation of pump 
systems and will be applied in future steps in a simplified form in the control of pumps in order to allow 
advanced techniques of monitoring, planning, control and diagnosis. For this purpose a hierarchical 
concept for monitoring, control and diagnosis was developed in connected work (Kleinmann et al. 2010).  
The presented model is a core element of the future system. The results were found in a joint project of a 
leading pump system manufacturer and three universities in Germany, Poland and Switzerland.
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1.  INTRODUCTION

The functionality of the screw spindle pump did not change 
much since the beginning of its creation and it is widely used 
in industry. Several investigations in Europe have shown that 
most pump systems in industrial applications still do not 
dispose of any control system and that up to a third of the 
energy used could be saved by means of intelligent control 
systems. According to a study from the „Energy Information 
Administration“ from the year 2007 the global demand for 
electrical energy will be twice as high as today by the year 
2030. About 4 % of the energy generated worldwide is used 
to transport fluids. In Germany electrical motors account for 
about 70% of the industrial electrical energy demand, about 
30% of these are used to drive pumps and pump systems. 
However, still the efficiency plays a minor role in connection 
with pumps and pump systems (Friedl 2007).

Many pump systems have the potential of considerable 
energy conservation. Mainly systems are concerned with 
their ability to operate at several different work points 
(relation between volume/pressure and delivery volume). For 
this purpose certain work points must be given either by a 
machine control or by a leading vantage point or an adaptive 
control (i.e. a control which reacts independently on 
divergent operating conditions) has to be realized. 

In particular, revolutionary changes require extensive control 
concepts. A special requirement in this case is the claim to 
develop a system without sensor, i.e. the available 
components - pump and electrical motor should operate as 
"sensors". 

Today, a wide range of advanced fault detection and 
diagnosis systems are available, especially for pumps. A
concept describing the sensible application of these systems 
is sought and the derivation of suitable feedback is aimed at 

which will lead to direct customer advantages in later stages. 
The researched system should be independent from the pump 
dimensions and, as far as possible from the pump design. The 
system should give information about how the pump “is”, i.e. 
how the different physical measuring dimensions must be 
gathered and be interpreted. 

The screw spindle pumps are available as one spindle 
(eccentric pump), two spindle or multi spindle variants and 
their applications depend on the field or process purposes
(Vetter 1987). In general, the screw spindle pump is widely 
used in diesel engine applications and burner industries as a 
transfer pump for transporting heavy and light oils, all kinds 
of lubricating fluids, waste oil, residual oil, grease, also little 
abrasive components or contaminates. Furthermore, the 
screw spindle pump is also extensively used in chemical and 
petrochemical industries as a transfer pump for all 
lubricating, non-lubricating fluids from low to high viscosity 
such as lube oil-, crude oil-, tar-, with contaminates, grease-, 
resin-, adhesive-and glycerin products.

From the design point of view, the multi spindle pump
consists of two or more spindles which are enclosed by a
housing casing. In the case of the three screw spindle pump, 
the rotating elements are only one active spindle and two 
idlers or passive spindles. The profile geometry of the active 
and passive spindles creates sealed and enclosed chambers. 
When they rotate, the driving spindle closely meshes with the 
passive spindles in the pump casing, which tightly surrounds
the complete spindle set, creating series of cavities, trapping 
the liquid and moving it axially from suction to discharge 
side. Theoretically, this principle provides a continuous and 
pulsation-free flow without agitation of the fluid. 

Figure 1 shows the cross sectional view of a three screw 
spindle pump and its important elements.
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Fig. 1. Three screw spindles pump

2.  STATE OF THE ART

The overview of the functionality of pump as well as its 
operating behavior is described by Faragallah & Surek 
(2004), Stiess (1966), Schulz (1977), Feindeisen & Findeisen
(1994) and Krist (1991). Furthermore, Faragallah & Surek 
(2004) and Henkelmann & Sippel (1988) show the 
application of different types of pumps and also give 
examples of the empirical basic calculations of the three 
screw spindle pumps to determine flow rate, power 
consumption, efficiency and NPSH-values. 

As stated in Wincek (1992) and Körner (1998), the 
mathematical model of the displacement pump and motor 
that have been developed by Schlösser (1961), describe the 
influence of media viscosity and density to the volumetric, 
mechanical-hydraulic and total efficiency of pump. The 
model is based on identification of the pump leakage loss. 
The leakage loss consideration will be divided into two cases. 
For the first case, the leakage loss is determined by the 
influence of media viscosity. For the second case, the leakage 
loss is considered to be dependent on the media density. The 
working point characteristic and the power consumption of 
the screw spindle pump are determined by introducing a loss 
factor. 

However the result from the mathematical model by 
Schlösser (1961) is slightly different from the real behavior 
of the pump. One of the reason is that Schlösser considers 
that the pump behaves elastically and therefore the size of the 
leakage gap is calculated as a variable (not as a constant 
value) in the mathematical model of the pump. Other 
research work of Schlösser & Hilbrands (1963) is 
concentrated on determination of theoretical displaced 
volume, volumetric efficiency, mechanical-hydraulic 
efficiency and total efficiency of displacement pump.

Moreover, as stated in Körner (1998), Wilson (1950)
develops a connected mathematical model for flow rate 
calculation of displacement pump and motor through 
observation of leakage loss with consideration of the dynamic 
viscosity of the media. Hammelberg illustrated in Wilson 
(1950) the characteristic of pressure distribution in the screw 
spindle pump, spindle- profile as well as the resulting spindle 
bending for the two screw spindle pump. The spindle profile 
which has been used is spur gear with helical thread. The 
common screw profiles are involute or cycloid screw shape. 
Other than that, Hammelberg formulated a procedure to 
calculate power consumption of pumps (Hammelberg 1968).

Wincek (1992), Körner (1998), Schmidt (1999), Rausch 
(2006) and Etzold (1993) described the mathematical model 
of two screws spindle pumps for multi phase application. For 
the first step, Wincek (1992) and Körner (1998) formulated 
the mathematical model by considering a one phase liquid 
and then extending the mathematical model to multi phase 
application. Furthermore, Wincek (1992), Körner (1998), 
Sabine Schmidt (1999), Rausch (2006) and Etzold (1993)
illustrated the total leakage losses as the sum of losses 
through radial gap, circumferential gap and spindle rotation. 
The leakage losses model considers the flow from chamber to 
chamber under consideration of the back flow behavior. 

The three screw spindle pump is not extensively being 
researched and the mathematical equations that describe the 
three screw spindle pump are merely a black box 
consideration without any details like back flow 
consideration from chamber to chamber as in two screw 
spindle pump model by Wincek (1992), Körner (1998), 
Schmidt (1999), Rausch (2006) and Etzold (1993).

3.  DEVELOPMENT OF THE MODEL

The calculation of flow using a detailed cross section area 
between the spindles is briefly described by Faragallah & 
Surek (2004). The cross sectional areas are calculated by 
considering rectangular and cycloid screw thread forms. The 
mathematical model for three screw spindle pump is derived 
accordingly. The mathematical equation based on cycloid 
cross sectional areas will be described in the following 
subchapter. 

3.1 Screw spindle pump with cycloid screw thread shape
consideration

The cross section of the screw spindle pump with cycloid 
screw thread shape consideration is illustrated in Figure 2.

Fig. 2. Cross sectional area of the three screw spindle pump 
with cycloid screw shape consideration
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The theoretical volume thV  can be determined through the 
free area cA and the spindle pitch sh :

( )th c s 1 2 3 4 5 6 sV A .h A A A A A A h= = + + + + + (1)

The pitch sh describes the displacement of the thread by one 
full spindle rotation. The relationship between pitch angle α
and inner diameter of the active spindle ad can be expressed 
as (Wincek 1992), (Schmidt 1999):

s

a

htan
d .

α
π

= (2)

The total cross sectional area of the screw thread cA , is 
determined either graphically or mathematically. The further 
assumptions of cycloid screw shape design are according to 
Faragallah & Surek (2004). The outer diameter of passive 
spindle pD is equal to the inner diameter of the active 

spindle ad :

p aD d= (3)

The relationship between the outer diameter of the active 
spindle aD , the inner diameter of the active spindle ad and 

the inner diameter of the passive spindle pd , which has been 
described in Faragallah & Surek (2004), are:

a a

p a

D D 5
D d 3

= = (4)

p

p

D
3

d
= (5)

The relationships in the equations (4) and (5) have also been 
confirmed to be the same which are currently used by the 
design teams of Allweiler AG for describing the screw 
spindle pump design parameters. 

The cross sectional areas of the active spindle aA , the passive 

spindle pA and the pump housing hA according to Faragallah 
& Surek (2004) are:

2
a pA 1.26787D= (6)

2
p pA 0.42832D= (7)

2
h pA 3.36757D= (8)

Therefore the calculated free area cA between the spindles 
and the pump housing is:

( ) 2
c h a p pA A A 2A 1,24307D= − + = (9)

Hence the theoretical volumetric flow thV of three spindle 
screw pump with cycloid thread shape is:

2 3
th p s pV 1.24307D .h 4.14357D= = (10)

And the rate of flow thQ can be described as:

th th 2Q V .n= (11)

As already stated in equation (2), the screw pitch sh can be 
reformulated in terms of the pitch angle α as:

s a a
3h d . .tan .D . .tan
5

π α π α= = (12)

For simplification, the relation between profile factors pK
due to different number of spindles, active spindle diameter 

aD and screw pitch sh in term of the pitch angle α , the 
equations of volumetric flow thV and the rate of flow thQ
can be generalized as below:

( )2 3
a s p a p

th 6 7

D .h .K 1.5 .D . .tan .K
V

4.10 10
π α

= = (13)

( ) 3
a p

th th 2 27

1.5 .D . .tan .K
Q V .n .n

10
π α⎛ ⎞

= = ⎜ ⎟⎜ ⎟
⎝ ⎠

(14)

The profile factor Kp can be found in Table 1.

Table 1. Profile factor Kp for different number of spindles 
(Faragallah & Surek 2004)

Profile factor pK

2 spindle 2.16

3 spindle 1.80

4 spindle 3.60

5 spindle 5.66

In the company Allweiler AG extensive studies with existing 
pumps have resulted in slightly different formulae using a
new corrected profile factor Kp:

3
a p

th 27

3.D . .tan .K
Q .n

2.10
π α⎛ ⎞

= ⎜ ⎟⎜ ⎟
⎝ ⎠

(15)

3.2 Leakage loss

The leakage loss, which has been described by Faragallah & 
Surek (2004) illustrates the gap leakage loss inside the screw 
pump. The gap leakage loss increases proportionally by the 
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increase of the differential pressure pΔ , the decrease of 
viscosity 2vis and the pitch sh . The leakage loss vQ of three 
spindle screw pump depends on the differential pressure pΔ
and the media viscosity 2vis :

a
a bv s

2

Dp 20Q . K.h
20 c vis
Δ

= (16)

By substitution of the screw pitch sh in terms of pitch angle 
α  (see equation (12)) in equation (16), the corresponding 
leakage loss vQ can be reformulated as 

( )a 1
a bv

2

Dp 3 20Q . . .K . .tan .
20 c 5 vis
Δ π α

+

= (17)

Whereas, the parameter values for the calculation of the 
leakage loss vQ are simplified in Table 2.

Table 2. Parameter values for leakage loss calculation

Value

K 0.025-0.05

Da<75mm a=0.5 c=1

Da����� a=1.22 c=1.5

2vis <20mm²/s b=4

2vis ������	
 b=2

In the company Allweiler AG extensive studies with existing 
pumps have resulted in much lower (better) results for the 
leakage loss. Here empirical formulae were generated which 
are also used in the developed model. The structure and the 
input variables of these calculations are similar to the 
calculation possibilities listed above.

3.3 Power loss

The power loss rP , which is described by Faragallah & Surek 
(2004), is divided into two cases depending on geometry of 
active spindle aD . 

For the first case, which is aD < 75 mm, the power loss rP is 
calculated as:

1
0.52.5

th 2
r

a

Q vis .n3 pP 0.062
600 D 1000 7.75

Δ
⎛ ⎞

⎛ ⎞⎜ ⎟= + +⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟
⎝ ⎠

(18)

For the second case, which is aD ������m, the power loss 

rP  can be described as

1 1
th 2.8 1.75

r 2
QP 0.008.vis .n
600

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
(19)

For both cases, if 2vis ���������������������������������������
viscosity 2vis equal to 12 cSt.

In the company Allweiler AG extensive studies with existing 
pumps have resulted in slightly worse results for the power 
loss. Here empirical formulae for the power loss were 
generated which are also used in the developed model. The 
structure and the input variables of these calculations are 
similar to the calculation possibilities listed above.

3.4 Pump torque load

The behavior of the screw spindle pump varies depending on 
the moment of inertia of the rotating parts of the pump and 
electrical motor, friction and also system pressure which is 
connected to the pump (Faragallah & Surek 2004), (Wincek 
1992). However, the moment of inertia of the rotating parts in 
the pump is smaller in comparison with the rotating parts in 
electrical motor. Therefore, the moment of inertia of the 
rotating parts in the pump is considered as negligible.  The 
resistance from the media viscosity is also considered as 
negligible.

The torque at operating point of the pump loadM is the result 
of motor speed 2n and the actual power consumption actP , 
which is described in specific tables depending on media 
viscosity, pressure difference and Qact. . The corresponding 
moment at operating point of the pump loadM is:

act
load

2

P
M

ω
= (20)

Furthermore, the resulting moment for the acceleration 
accM is considered as:

acc motor loadM M M= − (21)

3.5 Efficiency

The efficiency of the pump pumpη  is the product of 

volumetric efficiency volη  with regards to flow rate and 

mechanical efficiency pumpη with regard to power. 

The volumetric efficiency volη can be calculated according to
Faragallah & Surek (2004):

act
vol

th

Q
Q

η = (22)

The mechanical efficiency mechη can be calculated according 
to Faragallah & Surek (2004):
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th
mech

act

P
P

η = (23)

The total pump efficiency pumpη can be calculated according 
to Faragallah & Surek (2004):

pump vol mech.η η η= (24).

4.  SPF PUMP MODEL IN MATLAB SIMULINK

MATLAB is an interactive software tool for modeling, 
simulating and analyzing dynamic systems, which is showing 
optimal results in all fields of engineering. MATLAB also 
includes the Simulink graphical environment used for multi-
domain simulation and model-based design. Simulink can be 
used for simple mathematical manipulations by means of 
already built in and even self built mathematical libraries or 
toolboxes.

Since the beginning of the modeling project, it has been 
decided that the system block will be built mostly in 
Simulink with no external programming code in MATLAB in 
the form of MAT files (*.m). The overall system model 
consists of motor and converter system, pump system and 
consumer system blocks. Each of the model blocks will be 
modeled separately and later on the model blocks will be 
assembled. The overall system model with input and output 
parameters of each of the blocks is illustrated in Figure 3.

Fig. 3. Overall system

The overall system blocks are considered as parts of a
modular model library which is advantageous for further 
model development and simulation purposes. Since the 
model blocks are being developed separately, they are 
upgradeable at any time during the model development 
process. The model alteration will not affect other system 
blocks as long as the inputs and outputs from each block are 
compatible with each other in terms of units and simulation 
parameter settings.  

Furthermore, a user can create the desired system by drag-
and-drop operations, with no programming necessary. The 
user just needs to know how to connect the input and output 
of each block and can run the simulation afterwards. 
However, this modular library model also has a disadvantage. 
There is no consideration of reciprocal influence between the 
components.

The overall system consists of three distinguished model 
blocks, which are motor and converter system model (orange 

block), pump system model (blue block) and consumer 
system model (green block) as in Figure 4.

Fig. 4. Overall system in MATLAB Simulink

The consumer system library consists of simple pipe line, 
pipe bend, valve, Y-bend and nozzle. The user can drag and 
drop the self built toolboxes for the consumer system to 
visualise the model as in the workbench for the simulation 
purposes. 

The motor speed 2n from the motor and converter system 
block as well as differential pressure pΔ  from the consumer 
system block will be fed to the pump system block as an 
input. The actual flow rate actQ from the pump system block 
will be connected as an input to the consumer system block 
and the pump torque load loadM will be an input to the 
motor and converter block.

The motor speed 2n , actual flow rate actQ , pump torque load 

loadM and differential pressure pΔ data are transferred to 
Workspace for further analysis when needed (see 1. in Figure 
4). The result can also be seen directly from the display (see 
2. in Figure 4). Figure 5 shows the pump model block with 
the explanation of its input and output parameters.

Fig. 5. Pump model

A user can choose the desired SPF pump by double clicking 
the pump model block. A pop-up window will then appear. 
The user may choose pump size with different pitch angle 
before running the simulation. To avoid confusion in pitch 
angle selection, the other unrelated pitch angle option will be 
disabled. For instance, as the user chooses pump size 10, the 
other pitch angle selection for SPF 20 and SPF 40 will be 
disabled. A user can also change the media viscosity 2vis
value in the pop-up window before executing the simulation.

The pump model is based on the considerations shown in 
section 3; the realization is not described in detail in this 
paper.
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5.  VALIDATION AND VERIFICATION

In order to validate the model test field data of pumps made 
by Allweiler were evaluated and compared with the 
calculated result using the developed model. The test data is 
the result from the test bench by using the same pumps with 
different speeds.  There are inconsistencies in the relationship 
between calculated results and test field data at very low as 
well as at very high differential pressure pΔ . The relationship 
between calculated results and test field data by excluding the 
inconsistencies at very low as well as at very high differential 
pressure pΔ  are illustrated in Figure 6.

Fig. 6. Relationship between results of the model and test 
field data at a motor speed of 1450 [1/min]

By excluding the inconsistency area, the relationship between 
the ratios of actual flow rate actQ , power consumption actP , 
volumetric- volη , mechanical- mechη , pump efficiency 

pumpη and pump load torque loadM  is relatively close to 1, 
which means that the calculated result is comparatively same 
as the test field result. The leakage loss vQ and power loss rP
have higher ratios compared to other parameters. The leakage 
loss vQ has the ratio relatively consistent between 1.3 and 
1.5. The calculated result of leakage loss vQ using the model 
is slightly bigger than the test field data. The friction power 
loss rP has a ratio, which fluctuates close to 1. However, the 
leakage loss vQ is very small in comparison to the theoretical 
flow rate thQ . Therefore, the volumetric efficiency volη is not 
very much affected by the big deviation of the calculated 
result and test field data. The friction power loss rP
influences the mechanical efficiency mechη  heavily in the 
lower differential pressure pΔ range when the motor speed 
is constant at certain value. Therefore, the only range where 
frictional power loss rP ratio effects the efficiency at a low 
differential pressure pΔ  which has little importance in real 
applications.

6.  SUMMARY

In conclusion, the results from the test field shows that the 
pumps that have been tested in the test field behave
accordingly to the developed model with a certain degree of 

tolerance, which has been confirmed as acceptable by the 
involved experts. Further work will concern the dynamic 
behavior and the integration in the IT-structure.
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Abstract: This paper describes an innovative concept for an advanced monitoring, control and diagnosis 
system for autonomous vehicles. Such vehicles are used in production environments and in large public 
institutions such as hospitals. The potential for such vehicles is huge but the growth rates of this market 
have not been as tremendous as it was expected before. One major cause for this rather small application 
ratio may be the complicated control systems. Findings of the authors in other application areas can be 
summarized to the insight that only an integrated control and diagnosis will be able to overcome the 
opposition towards complicated systems in industry (Kleinmann et al. 2009). Such integrated control and 
diagnosis systems can assure to operate complicated systems at the best efficiency point (operating on 
demand), to prevent failures and break downs (fault protection) and to indicate maintaining actions 
required from the users (maintenance on demand). Furthermore, in other industries today usually the 
operation data of all systems are being monitored for several reasons, e. g. for better planning of the 
company’s resources. Such monitoring of autonomous vehicles is currently also only realized up to a 
certain degree but could be greatly expanded and could be an additional function of a control and 
diagnosis systems. Furthermore the planning of future actions, trajectories and driving behavior of 
autonomous vehicles requires this monitoring information, has to take into account the control activities 
and is mutually dependent on diagnosis activities. It is therefore a logical step to include planning in a 
holistic concept for autonomous vehicles. The application of a system for monitoring, planning, control 
and diagnosis systems means a shift of paradigm and has therefore be consciously planned and be based 
on a well-considered concept. A concept for such systems is proposed in this paper. The considerations 
and proposals are based on a collaboration of two Universities and a world-leading production company 
for electrical components for production systems and vehicles and eMobility. 

Keyword: Monitoring, Planning, Control, Diagnosis

1.  INTRODUCTION

Autonomous vehicles are currently used in many industry 
branches. They are frequently used for in-company logistics 
within the warehouse or production facilities. The first 
concepts go back to the early Seventies of the last century. In 
these and the following times a tremendous growth potential 
was assigned to the application of such vehicles. However, 
after considerable market growth a phase of disillusionment 
could be observed. The produced and installed systems were 
not as flexible, efficient, reliable and safe as expected. All the 
aspects were gradually improved and currently a rising 
demand for autonomous vehicles can be observed. Future 
production scenarios rely strongly on these vehicles not only 
for the transport of goods but also of production machinery. 
The vision is a production hall where any production step 
could be flexibly realised at any position in this production 
hall. In the core of this production vision are extremely 
flexible autonomous vehicles which dispose of multiple 
manoeuvring possibilities and the capacity to change the 

level and inclination of a transportation platform. An example 
of such vehicles is shown in Figure 1. 

Fig. 1. Autonomous vehicle (example – CAD data)

One major building block for the further success of such 
autonomous vehicles is the information technology in 
general. Four main aspects need to be considered: 
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monitoring, planning, control and diagnosis. The terms 
planning, control and diagnosis are widely known and will 
only be shortly explained in the following part. An important 
extension to diagnosis – predictive diagnosis –and the rather 
unknown notion “monitoring” will be elucidated in more 
detail in section two and three.

Planning is essentially the process of predefining activities in 
the future. In the area of autonomous vehicles planning can 
apply to the assignments of tasks to an autonomous vehicle 
(e. g. “transport part x from station y to station z”), the 
planning of paths and trajectories (e. g. “drive along a certain 
line”) and the planning of the driving behaviour (e. g. “drive 
with velocity x and acceleration y and maximum acceleration 
change z”). Obviously these planning activities concern 
different levels of detail and the required performance in 
terms of data amount and data speed differs greatly. This fact 
makes a holistic approach desirable.

The term “control” names activities which serve to manage, 
command, direct or regulate the behaviour of devices or 
systems and has been the core of extensive research for many 
decades. In recent years the techniques of predictive control 
have found rising attention (compare e.g. Camacho&Bordons 
2004, Wang&Boyd 2008). Predictive control usually relies 
on dynamic models of the process, most often linear 
empirical models obtained by system identification.  In the 
area of autonomous vehicles predictive control can pursue 
three different objectives:

• smoothing changes of system states,
• better coordination of multiple autonomous vehicles 

and
• evaluating decision alternatives.

Over the last three decades, the growing demand for safety, 
reliability, and maintainability in technical systems has drawn 
significant research in the field of diagnosis. Such efforts 
have led to the development of many techniques; see for 
example the most recent survey works (Blanke et al.   2006, 
Isermann 2005, Witczak 2007, Zhang and Jiang 2008, 
Korbicz et al. 2004).  The application of a collection of these 
techniques gathered in one system (DIASTER - Koscielny et 
al. 2006) was analyzed by Dabrowska und Kleinmann 
(2009). For fault compensation in general fault tolerant 
control methods are proposed which can be classified into 
two types, i.e. Passive Fault Tolerant Control Scheme 
(PFTCS) and Active Fault Tolerant Control Scheme 
(AFTCS) (Blanke et al. 2006, Zhang and Jiang 2008).

2.  PREDICTIVE DIAGNOSIS

The term “predictive diagnosis” is in contrast to “predictive 
control” rarely used in the technical domain (it is widely used 
e. g. in medicine). One example for the usage of this term is 
the presentation of an automated system for fault diagnosis 
based on vibration data recorded from an main power 
transmission (Diwakar 1998). For autonomous vehicles 
predictive diagnosis (essentially in the meaning of failure 
detection and identification before these failures even occur) 
presents a promising field of research. Five main problems in 

the operation of autonomous vehicles bear the possibility to 
be identified early:

• reduced pressure in air tires leadings to increase 
power demand for similar operations and later to 
destruction of the tires

• wear of bearings and gear systems leading firstly to 
increased power demand for similar operations or 
increased vibrations and finally to system failure;

• wear of electrical motors (e. g. brushes) leading 
firstly to increased power demand for similar 
operations or increased vibrations and finally to 
system failure;

• wear or staining of sensors leading to imprecise or 
contradicting sensor readings;

• wet and slippery floors leading to imprecise 
movement and to danger for goods, machinery and 
persons.

Autonomous vehicles are usually part of larger systems. A 
failure of the larger system which is caused by a failure of a 
vehicle usually leads to enormous consequences in terms of 
cost of idleness (e. g. of a whole production segment). 
Therefore preventive maintenance is desirable for industrial 
autonomous vehicles; however such preventive maintenance 
today is aggravated by the fact the upcoming failures can 
usually not be detected. The only preventive maintenance 
systems possible are time based but not state based. A 
predictive diagnosis system would allow scheduling 
maintenance and service in dependence of the current state of 
a vehicle (wear of bearings, gear systems and electrical 
motors) and the state of the sensor (wear and staining). The 
authors believe that predictive diagnosis will only by possible 
as an extension of an elaborate advanced diagnosis system 
and include this extremely important aspect in the following 
considerations. 

3.  MONITORING

The notion monitoring summarizes all kinds of systematic 
observation, surveillance or recording of an activity or a 
process by any technical means. In the area of autonomous 
vehicles monitoring could be understood as a systematic 
collection of data concerning the state of certain physical 
characteristics such as distance, speed, acceleration, 
temperature, vibrations, torque, currents, voltage, power 
consumption, current gradient, velocity gradient, etc. In 
leading industries such as computer chip production or car 
manufacturing today usually nearly all operation data of the 
productions systems are being monitored for the three main 
reasons safety, efficiency and planability:

• The safety of production systems can be enhanced 
because a reliable safety system with a fast reaction 
can be realized on the basis of a real-time 
monitoring system. The role of coincidence for 
detecting possibly dangerous faults is diminished if 
a continuous monitoring is in place.

• The efficiency of production systems can be 
enhanced because any kind of waste (of energy, time 
and production goods) will be detected and can 
subsequently be prevented or reduced.
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• The planning possibilities and planning quality can 
be enhanced if accurate data from a real-time 
continuous monitoring system are available as 
realistic prognosis is enabled by such data.

Such monitoring of autonomous vehicles is currently only 
realized to a limited degree but could be an additional 
function of a control and diagnosis system. 

Discussion with leading customers of autonomous vehicles 
made clear that control and diagnosis systems will only be 
adapted in future if the are an integral part of the production 
system information infrastructure, namely the Enterprise 
Resource Planning (ERP) system and Manufacturing 
Execution System (MES). Enterprise resource planning 
(ERP) is an integrated computer-based system used to 
manage internal and external resources including tangible 
assets, financial resources, materials, and human resources. It 
is a software architecture which purpose is to facilitate the 
flow of information between all business functions inside the 
boundaries of the organization and manage the connections to 
outside stakeholders. Built on a centralized database and 
normally utilizing a common computing platform, ERP 
systems consolidate all business operations into a uniform 
and enterprise wide system environment (Bidgoli 2004). In 
all kinds of companies ERP systems usually present the top 
level of control within production. On the next level below 
are Manufacturing Execution Systems (MES). Boldly 
speaking, an ERP system defines what is to be produced 
within a given time period and the execution level (MES) 
takes this planning output and executes this plan on a near 
real-time/on-line basis (McCellan 1997). This control loop 
from ERP over MES to the real production operations is 
usually not closed today. An advanced monitoring would 
contribute to offer the major advantages usually connected 
with closed loop control (Ward 2007):

• disturbance compensation,
• guaranteed performance even with model 

uncertainties, when the model structure does not 
match perfectly the real process and the model 
parameters are not exact,

• stabilisation possibilities for unstable processes,
• reduced sensitivity to parameter variations and
• improved reference tracking performance.

In the following section a hierarchical concept is presented 
which is intended to combine the functionalities of 
monitoring, planning, control (including predictive control), 
diagnosis (including predictive diagnosis) into a sensible 
system structure for a holistic operation of industrial systems 
including autonomous vehicles.

4.  DISTRIBUTED AND HIERARCHICAL CONCEPT

The insights from numerous discussions with representatives 
of leading companies indicate that holistic monitoring, 
planning, control and diagnosis systems for autonomous 
vehicles in industrial applications need to be integrated in the 
information system infrastructure of the respective industrial 
company. In these applications like in most other industry a 
hierarchical system can be observed. Figure 2 shows a 

proposal of a sensible hierarchy of the levels of these 
information systems in form of a pyramid. 
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COMPONENT/DEVICE e. g. drive units
Simplified model of the relevant vehicle behavior
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OPC Unified Architecture

OPC Unified Architecture

MPCDS 
Monitoring, Planning, 

Control and Diagnostic System 

Fig. 2. Distributed and hierarchical concept

On the highest level the Enterprise resource planning (ERP) 
system can be found. It is not present in all kind of 
enterprises and is sometimes referred to with different names. 
The main function is always the same: this level concerns the 
planning of the entities to be produced on a not time-critical 
level. On the next lower level the production of these entities 
is executed by a plant control system which fulfils similar 
tasks than a Manufacturing Execution System (MES) 
Sometimes the two highest levels are realized in only one 
system.

On the next level is the first core of the proposed concept –
the monitoring, planning, control and diagnosis system 
(MPCDS) for a section of a system which usually is 
including a number of autonomous vehicles. The MPCDS 
level with the planning level is described in detail in the 
respective subsection. The next lower level is the single 
autonomous vehicle. The lowest level contains components 
of a vehicle with an own local intelligence. Such a concept of 
distributed intelligence (compare Seybold et al. 2009) is very 
frequent in the upcoming age of ubiquitous computing and 
offers many advantages such as flexibility and reliability. On 
this level the real-time control has to take place and the most 
important safety functions should be realized on this level for 
the sake of a quick reaction. However, a number of aspects 
have to be considered for a sensible structure on this level. 
These aspects are discussed in the respective subsection.

It is one central hypothesis of this paper and a decisive 
building block of the presented concept that certain sets of 
data and procedures have to be available on all levels (in 
different amount and granularity). Four distinct sets of data 
and procedures should be present already on this level:

• Information concerning the configuration of the 
respective entity (meta-data) such as dimensions, 
typical efficiency or typical vibrations. These data 
can be static (not changing during the life-time of 
the entity) or dynamic.

• The current sensor readings (e. g. voltage, current 
and velocity) and a selected history of sensor 
readings allowing the application of certain 
modelling techniques or certain filters.
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• The objectives, tasks and orders, i. e. the 
information what output the entity should achieve. 

• The possibility to simulate the behaviour of the 
entity for several reasons concerning advanced 
monitoring, control and diagnosis by means of any 
mathematical model. This model can be 
accompanied by PID-controllers for certain 
functions and rules and procedures.

The four most important sets of data and procedures are 
summarised in Figure 3.

Sensor Data

Current and past
sensor readings

Meta Data,
Configuration

Robot settings

Objectives,
Tasks, 
orders

Local and 
global set 

points
Dynamic,
Kinematic

Model

Procedures, 
rules

Fig. 3. Four important sets of data and procedures.

4.1 Component/device level

The lowest level of the distributed and hierarchical concept is 
the component/device level. In this instance the focus are 
components and devices with own intelligence (processing 
unit with memory). In the age of ubiquitous computing with 
decreasing costs for intelligence the share of such devices and 
components is increasing for the sake of flexibility and
reliability. Usually on the level just a limited amount of 
sensor information is available. However, usually in each 
component or device actuators are presents which could also 
be used as sensors. Concepts taking into consideration the 
characteristics for instance of motors (current, voltage, time 
constants) may be a future answer to many challenge in 
monitoring, diagnosis and control as sensor information is a 
necessary basis for such endeavours. However, in order to 
integrate this approach of virtual sensors (compare e. g. 
Koscielny et al. 2006) in a monitoring, planning, control and 
diagnosis system a certain structure should be realized. This 
structure is sketched in Figure 4.

Ubiquitous computing is one of the current megatrends 
(compare e. g. Greenfield (2006)). It is therefore no 
speculation to assume that it will be very easy, very 
appropriate and very cheap to equip components and devices 
in the near future with a decentral intelligence. Only 
relatively small improvements of efficiency or reliability will 
compensate these additional costs. However, in order to be 
able to cooperate in an integrated monitoring, planning 
control and diagnosis system also this decentral intelligence 
should dispose of a certain structure (shown in Figure 4). 

The four distinct sets of data and procedures which were 
mentioned above should be present already on this level:

• Information concerning the configuration of the 
respective component or device (meta-data) such as 
dimensions. 

• The current sensor readings (e. g. voltage, current) 
and optionally a small history of sensor readings 
allowing the application of certain modelling
techniques or certain filters.

• The objectives, tasks and orders, i. e. the 
information what output the component or device
should achieve. 

• The possibility to simulate the behaviour of the 
component or device on a very basic level such as 
simple linear mathematical relationships mainly for 
the reason of advanced control. This model is 
usually accompanied by PID-controllers for certain 
functions and rules and procedures.

Drive Unit with Decentral Intelligence

configuration
information

sensor 
readings

objectives;
tasks;
orders

kinematic and
dynamic model 

(simplified and reduced); 
PID-controllers

procedures; rules

exchange/
update

filtering and 
selection

assignment

parameters
updating

Drive Unit with Decentral Intelligence

configuration
information

sensor 
readings

objectives;
tasks;
orders

kinematic and
dynamic model 

(simplified and reduced); 
PID-controllers

procedures; rules

exchange/
update

filtering and 
selection

assignment

parameters
updating

Fig. 4. Lowest level of the concept: component/device.

All these information will be communicated to the next 
higher level, to the autonomous vehicle. The configuration 
information are exchanged and updated in order to provide 
current meta-data on both levels. The sensor readings of the 
component or device are reduced to important and 
compressed sensor readings and are transferred to the vehicle
in order to allow elaborate calculations and simulations on 
this level and in order to allow monitoring and closed-loop 
control. The vehicle assigns objectives, tasks and orders to 
the component or device and may also assign weights or 
priorities. Furthermore the vehicle may update parameters (or 
even models and procedures) concerning the calculation 
possibilities of the component or device.

4.2 Vehicle level

The vehicle level refers to the decentral intelligence located 
on the individual autonomous vehicle. Usually a small 
industrial PC will be the hardware basis for this level. The 
sensible structure on this level is very similar to the lower 
level “component/device” and is therefore not explained in 
detail in this publication. The second lowest level of the 
distributed and hierarchical concept is shown in Figure 5.
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Autonomous Vehicle 
with Decentral Intelligence

configuration
information

sensor 
readings

objectives;
tasks;
orders

kinematic and
dynamic model

(simplified);
procedures; rules

exchange/
update

filtering and 
selection

assignment

parameters
updating

Fig. 5. Vehicle level.

4.3 MPCDS level

The core element of the concept is the monitoring, planning, 
control and diagnosis system (MPCDS) which is responsible 
for a certain sub-section of the production system usually 
containing a number of autonomous vehicles. The examples 
for the four partial objectives of this system are shown in 
Figure 6. The structure for this level is sketched in Figure 7.

MPCDS 
Monitoring, Planning, 

Control and Diagnostic System 

monitoring:
gathering data for

superordinate control
(management);

environment scanning

planning:
preparing trajectories; 

driving
behaviour; objective

management;
fault compensation;

service scenario;
task assignment

control:
supervision; 

parameters updating; 
closed loop control

diagnosis:
direct and indirect;
fault identification;

fault detection;
long term behaviour

Fig. 6. Partial objectives of the MPCDS.

MPCDS – Monitoring, Planning, 
Control and Diagnosis System

configuration
information

sensor 
readings
(history)

objectives;
tasks;
orders

kinematic and
dynamic model;

procedures; rules

exchange/
update filtering and 

selection

assignment

MES - Manufacturing Execution System

MPCDS

Fig. 7. MPCDS level.

This system is communicating with all autonomous vehicles 
using four different “channels” as described in the prior 
section. The structure is very similar also containing 
configuration information, sensor readings, 
objectives/tasks/orders and the dynamic model. However, on 
this level all the information are more condensed and the 
models are more elaborate. This is caused on the one hand by 
the fact that more computing power is available on this level 
and that the operations, calculations and simulations carried 
out are less time-critical. 

All the information on this level will be communicated to the 
next higher level, to the Manufacturing Execution System 
MES. Again, the configuration information of all vehicles in 
this subsection of the production and about their surroundings 
and connections are exchanged and updated in order to 
provide current meta-data on both levels. The sensor readings 
of the vehicles are further reduced to important and 
compressed sensor readings and are transferred to the MES in 
order to allow monitoring and closed-loop control. The MES 
assigns objectives, tasks and orders to the MPCDS and may 
also assign weights or priorities.

4.4 MES level and ERP level

The information from the lower levels are “digested” on these
levels and planning operations leadings to future 
objectives/tasks/orders for the MPCDS are carried out. 
However, these levels are beyond the scope of the described 
research and are therefore not discussed in detail.

5.  APPLICATION SCENARIOS

In order to underline the potential of and the necessities 
leading to the presented concept a small number of 
application scenarios is elucidated in this section on the two
core levels “component device” and “MPCDS”.

5.1 Component/device level

A very straight forward example for the application of this 
concept might be the detection of a loss of pressure in a tire
by the component itself. This application scenario is sketched 
in Figure 8.

Scenario: Drive Unit Detects Obstacle

Immediate safety reaction:
• Decision: 

emergency stop/soft stop/continued operation
• Predictive control:

steering angle
• Predictive control:

platform level/inclination
Information to vehicle:
• Safety reaction
• Sensor readings
• Information about obstacle 

Fig. 8. Scenario on the component/device level.
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The local intelligence in the component is continuously 
calculating a (simplified) model of the motors and can by 
means of comparing the results of this model with current 
sensor readings detect a pressure loss which will result in an 
increase of power demand. The quickest reaction will be 
carried out by the component itself (compare Figure 2). For 
instance by means of a rule-based procedure the intelligence 
on the component will decide the first reaction, e. g. 
emergency stop if the pressure loss is large and if a danger 
for the vehicle or human beings may be the result of the 
pressure loss. This decision will also be based on the 
hierarchical objective system, which informs even the 
component roughly about the amount of danger. Furthermore 
extremely high temperatures of the motors caused by the 
additional power demand can be avoided by means of 
predictive control. The component will also communicate 
with the vehicle in order to allow the necessary activities on 
the next higher level.

5.2 MPCDS level

The MPCDS level is responsible for the monitoring, 
planning, control and diagnosis of a sub-section of a 
production system usually containing a number of vehicles. 
Possible application scenarios on the MCDS level can rather 
be found in the area of combined monitoring. Cameras 
installed in the production sub-section may detect obstacles 
which may hinder the movement of the autonomous vehicles 
(e. g. building material left by inexperienced service 
personnel). In this scenario also the sensor readings form 
multiple autonomous vehicles can be collected and compared 
allowing higher precision, plausibility checks and advanced 
knowledge about the state of the respective sub-section of the 
production system and the obstacle. This kind of scenario is 
shown in Figure 9.

Scenario: MPCDS (Monitoring, Planning, Control
and Diagnosis System) learns about obstacle

Immediate safety reaction:
• Decision: 

overall system stop/continued operation
Calculation/Simulation/Prediction:
• Testing possible trajectory changes (macro)
Asking information form other vehicles:
• Plausibility check / sensor information fusion
Sending Information to vehicles:
• Trajectory changes (macro)
• Updating objectives / tasks / orders
Information to MES:
• Expected manufacturing deficiencies 

MPCDS

Fig. 9. Scenario on the MPCDS level.

6.  SUMMARY

This paper presented a distributed and hierarchical concept 
for monitoring, planning, control and diagnosis. Elements on 
all lower levels of this concept are currently realised at the 
Hochschule Ravensburg-Weingarten. Further application 
areas which have been identified are pump systems and 
electrical cars (eMobility).
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Abstract: Degradation processes taking place in technical elements and objects are more and more 
frequently used to assess a technical state and to modify mathematical models of devices and their 
controlling procedures. Widely used simple linear models may be replaced by Levy’s complex stochastic 
processes or Markov’s diffusive processes. These models inherently may take into consideration both the 
changeability of the degradation process of a single element and changes differing from unit to unit. 
Results of using Markov’s stochastic processes to describe the progressing degradation processes and to 
estimate the reliability function, defining the probability of achieving the adopted limit level by this 
process are presented in this paper. 
Keywords: reliability, degradation processes, stochastic equations. 

 

1. INTRODUCTION 

Continuous technological progress is followed by benefits 
resulting from limiting the use of energy or emission of flue 
gas but becomes a potential source of dangers connected with 
the increasing complexity of the controlling process or the 
use of specific methods or substances. The increasing 
reliability requirements made the contemporary technological 
objects cause the necessity of using more and more advanced 
methods and control systems. It also concerns controlling 
systems (Korbicz et al., 2009). The possibility of continuous 
control of some degradation processes allows not only to 
predict the time of changing such an element or making its 
overhaul but also may be used in order to improve the quality 
of controlling the process itself.  A huge increase of 
possibilities of modern diagnostic elements and systems in 
the scope of measuring and communication possibilities 
allows to control continuously many parameters of the 
process and at the same time send them and then process and 
archive in computer systems. The increase of the computing 
possibilities allows to use more and more complex analyses 
realized by using neural networks, fuzzy logic, evolutionary 
algorithms or expert systems. 

An assessment of the technical state does not concern only 
the estimation of its reliability. Progressive degradation 
processes may in a considerable way influence the properties 
of the element or system causing an influence of these 
changes on remaining elements of the system (Korbicz et al., 
2009). It forces the necessity to modify mathematical models 
of the objects and algorithms of them controlling.  

A traditional way of assessing the reliability is connected 
with an observation of times since the immediate damages 
causing a complete end of the realization of utility functions 
were appeared. However, in the case of more and more 
reliable elements or equipment, sudden damages occur more 
and more rarely. It causes that an assessment of reliability is 
inaccurate or even impossible to make because of a small 

number of these data or even the lack of data. However, 
additional, valuable information may be delivered by data 
describing degradation processes which take place 
(Chandrupatla, 2009; Hamada et al., 2008). Such processes 
are a typical reaction of an element or a system on conditions 
in which it is used and they may supply us with information 
on the technical state without the necessity of waiting till the 
moment of an occurrence of a catastrophic damage. 
Additionally, an observation of continuous, gradual changes 
of the properties of elements allows us to modify the 
description of the controlling object occurring in the form of 
its model.   

In the last years we observe an important increase in interests 
in the possibility of using degradation data in order to infer 
about the technical state in different domains of technique 
(Pham, 2003). They concern electronics (Fukuda, 1991; 
Kopka, 2009), mechanics (Sobczyk 1991, 2000) and 
controlling techniques (Korbicz et al., 2009). It turns out that 
they are followed by significant information on the reliability 
properties of the elements and necessary changes which are 
to be made in the models and the controlling signals.   

Measuring the progressing degradation process may be made 
in a direct way by measuring the controlled value or by an 
observation of certain, other parameters, changes of which 
are the result of occurring processes.  

Different ways of describing degradation processes are 
known. Most authors assume general degradation path 
models (Meeker and Escobar, 1998; Yang, 2009). Moreover, 
other (Bogdanof and Kozin, 1985) propose to use linear 
models but after the introduction of some transformations of 
variables. Park and Padgett (Park and Padgett, 2005) 
proposed to use the Wiener’s and gamma processes. In a 
similar way, Lehmann (Lehmann, 2006) proposes connecting 
these processes with the Poison’s double stochastic process. 
Zhao and others (Zhao and Elsayed, 2004) propose to 
connect the Wienere’s process describing parametric 
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damages with the Weibul's process for hard faults in order to 
model the LED diodes degradation process. Sobczyk 
(Sobczyk, 2000) proposes stochastic dynamic models to 
describe degradation stiffness changes. Bae (Bae, 2007) 
proposes to draw conclusions on distribution of time to 
failure based on the degradation process with taking into 
consideration additive and multiplicative models. Moreover, 
in order to make degradation tests in the work, he proposes 
nonlinear models with random coefficients. Ko�cielny and 
others (Korbicz et al., 2000) propose using the linear model 
in order to describe the sedimentation process of the 
regulation valve.  

Because of the fact that degradation processes are the result 
of many random factors, stochastic models are the best way 
to describe them. The following models belong to them: 
models of stationary and independent growth, more complex 
models using Markov’s processes, diffusion Markov's 
processes or processes with marked points. 

Recently, it has been possible to observe a significant growth 
of the interest in the possibility of using stochastic processes 
of diffusion to describe the technical state of objects. It 
results mainly from more and more calculation possibilities 
of current computers making it possible to introduce very 
complex and time-consuming calculations in a relatively 
short time. 

2. STOCHASTIC MODELS 

Reliability properties of elements or devices are connected 
with the possibility of realizing use functions ascribed to 
them. Damages which can occur during the operation can 
cause a complete end to possibilities of realization of these 
functions  or can cause only worsening of certain properties 
influencing the use properties. However, exceeding a given 
limit value must also be treated as a state of damage and can 
cause its exclusion. Damages of this type are an effect of 
certain progressing changes taking place inside the operated 
elements and the time of their occurrence depends on very 
many factors resulting from conditions of their operation  and 
from acquired features at the stage of projection and 
production. 

A lot of factors influence the progressing degradation process 
and a wide range of their changeability cause that it is 
possible to use stochastic differential equations for their 
description.    

The stochastic process tY  in the general form can be 
described as a sum of two factors 

( ) ( ) ,d,d,d tttt ZtYttYY σα += (1) 

where ( )tYt ,α  is called a drift, ( )tYt ,σ  the diffusion of the 
process and tZd  is a given stochastic noise. The drift shows 
a certain tendency connected with the occurring process, 
whereas the diffusion represents certain disruptions 
influencing the degradation process. The noise may be 
modeled by different stochastic processes. It may be 
described by the Poison’s process. Then, it shows the 
occurrence of rare disruptions but of relatively big 
amplitudes. It may be used in the Wiener’s process, which in 

turn presents the occurrence of changes which are frequent 
but are characterized by small amplitudes. It may also be the 
gamma process which is different from the Wiener’s process 
because it is strictly monotonous. 

Degradation processes occurring inside elements or 
devices may take place in different ways. Additionally, other 
accessible values connected with the degradation process are 
frequently observed and registered in the measuring systems.  
Thus, different models can be used for its description so as to 
present the analyzed processes in the most accurate way as it 
is possible.  

Several basic stochastic models are defined in the 
literature. They result from considering certain assumptions 
concerning the drift module and the diffusion. The first 
model describes the linear dependency of the degradation 
process in the time function 

( ) .,dd2/d 00
2 yYWtY tt =+−= σσα  (2) 

The second describes the processes taking place in the 
concave way 

( ) ,,ddd 00 yYWtYY ttt =++= σβα  (3) 

and the third describes processes taking place in the convex 
way 

.,ddd 00 yYWYtYY tttt =+= σα  (4) 

Model (4) is so called geometric Brownian motion. It is 
necessary to take into consideration the fact that the model 
form also depends on the value of coefficients. Exemplary 
models of degradation processes in the time function are 
presented in Fig. 1. 

Fig. 1. Different models of degradation processes.

Apart from the one-dimension models it is also possible to 
use multi-dimension 

( ) ttt WgY��Y ddd +−= t  and ,00 yY =  (5) 

where 

( ) ,...,,,
T21 n

ttt YYY=tY ( ) ,,...,,, T
21 nααα=�  (6) 
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The solution of the stochastic process 

( ) ( ) tttt WtYgttYfY d;,d;,d θθ +=  (8) 

is connected with finding the vector of parameters θ . It is 
assumed that the forms of the function ( )⋅f  and ( )⋅g  are 
known. They depend only on the unknown vector of 
parameters θ . Knowing the transition probability density 
function ( )θ,; sty yyp  of the process tY  for ts < , it is 
possible to define a vector θ  using the maximum likelihood 
method (MLE). Assuming that the initial value 0y is 
deterministic and that nyyy ...,,, 10  is a sequence of historical 
observation from the diffusion process sampled at discrete 
time nttt <<< �10 , the log-likelihood function of θ  is 
given by 

( ) ( )�
=

−=
n

i
iiyn yypl

1
1,;log θθ (9) 

and the maximum likelihood estimator of θ̂  can be found by 
maximizing (9) with respect to θ . However, for many 
stochastic differential equations, the closed form of the 
transition density function is not known. The possible 
solution is the numeric estimation of the density function 
through applying appropriate algorithms of discretization. 
Several approximation methods are applied: the method of 
indirect variables, Hermit’s polynomials or solutions of 
Fokker’s, Planck’s and Kolmogorov’s equations 
(Kostrzewski, 2006; Picchini, 2008). 

Using the observation of the degradation process to assess the 
reliability properties, the moment of the element damaging is 
defined as the time in which the degradation process exceeds 
a given, defined level.  Assuming that the given process tY
and its set S  form the subset ℜ  (so ℜ⊆S ), for which it is 
assumed that the element remains in form. Taking into 
consideration the fact that the limit level is equal fD , where

fD is the boundary of S , and ( ) SytY ∈= 00  for the time 

0t , the probability that the element or the object remains in 
the functional zone S  in a given moment t  is specified as 
(Sun, 2008) 

( ) ( ) ( ){ }
( ) ,,|,

|Pr,,

00

0000

�=
=∈∩<=

S
y

S

dytytyp
ytYStYTtyttR

 (10) 

where T  is the first time when the process tY  crosses the 
boundary fD . For the adopted assumptions, the probability 

density function for the variable T , assigned as ( )00 ,| tytpT

is described as 

( ) ( )
.

,,
,|

0

00
00 t

yttRtytp S
T ∂

∂
−=  (11) 

Thus, using stochastic equations to describe the degradation 
processes, it is necessary to possess the knowledge of their 
transition density function because estimation of the 
probability density function Tp  and the reliability function 

SR based on it. 

In general, for a large number of the observed degradation 
processes, the reliability function distribution may be 
estimated on the basis of the number of processes which 
reached the given critical level fD , for a given moment t , 
that is as 

( ) .TimesCrossingFirstProcessesofNumber1
N

ttR ≤−≈ (12) 

The precision of the reliability estimation is directly 
connected with the number of the observed processes and the 
standard deviation is estimated as 

( ) ( )( ) ,/1 NtRtR − (13) 
where N  is the number of simulated processes. The 
exactness of the stochastic process parameters estimation is 
possible only on the basis of determining the range limited by 
quantile lines. For the consider confidence level ( )1,0∈α , 
the α -quantile line is called the deterministic function αq
meeting the condition (Kostrzewski, 2006) 

( ){ } .Pr αα =≤ tqYt (14) 

Calculating  the value αq  corresponds to the determination 
of the quantile line α  of the random variable tY  for a given 
moment t . The procedure of estimating the quantile lines is 
based on putting the generated R -the element of the tY
process sample in the increasing order and then, determining 
the  index, that is the function ( )αk , in accordance with the 
dependency 

( ) [ ]�
�
�

∉+
∈

=
.1
,

NRfR
NRifR

k
αα
αα

α  (15) 

It is necessary to take ( )αk -the element of the sample 
ordered in such a way, for the quantile of the range α . 

The rate of the degradation processes depends on many 
factors. Having a possibility to control them during a 
laboratory analysis, it is possible to significantly accelerate 
the processes occurring in the elements. For semiconductors 
one of the accelerating factor is the temperature. Its influence 
is defined by the Arrhenius’ law 

,
273

1
273

1exp 



�

�


�

�



�

�

�

�
+

−
+

Δ=
UN

T TTk
HAF  (16) 

where NT  and UT  is the temperature of the normal work and 
the temperature of making tests respectively, HΔ  is the 
activation energy for a given semiconductor element and k
is the Boltzmann’s constant. 
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In the case of the description of the probability density 
function of the time to be met by the degradation process of 
the adopted limit level by the inverse Gaussian distribution, 
described by the equation (13), the value of the acceleration 
factor of the ageing process can be used as 

( ) ( ).,~,~ σμσμ TTT AFAFNXAFNX �  (17) 

3. APPLICATION EXAMPLE 

The possibility of using the Markov’s diffusion models to 
assess the state of technical objects was made based on the 
laser diode. The example demonstrates the real degradation 
process that can take place in semiconductor device. The 
stabilization of the optical power was realized by the 
photodiode built in the common casing. The photodiode 
current in the feedback circuit controls the efficiency of the 
current source supplying the laser diode. The scheme of the 
measuring set up is shown in Fig. 2. The computer role is 
both gathering the data and generating control signal to 
change the intensity of current source to keep the optical 
power constant. The signal is generating based on the 
photodiode current, measured by A/D converter.   

Fig. 2. Schematic diagram of the measuring set up for the laser diode 
degradation process.   

The measuring of the degradation process was made at a 
temperature of 54°C. The initial value of the laser diode 

Fig. 3. Measured laser diode degradation process (Yt – laser diode current, 
generating the same optical power).   

current was set to its nominal value  ( mAI N 28= ). Supply 
current changes generating the same optical power during 
tests are shown in Fig. 3. Based on these value the parameters 
of the stochastic model were determined. A convex model 
named a geometric Brownian’s motion (4) was adopted. Used 
SDE Matlab Toolbox (Picchini, 2008), the following values 
were calculated: 00046.0ˆ =α  and 00038.0ˆ −=σ . Simulated 
degradation processes based on calculated values of the 
parameters are shown in Fig. 4. 

Fig. 4. Simulated laser diode degradation processes for parameters received 
based on the measurements.   

The only way of determining the accuracy of the values of 
the received parameters is drawing quantile lines. A range 
limited by 95% of quantile lines, determined for the derived 
parameters is presented in Fig. 5. 
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Fig. 5. Quantile lines defining the accuracy of the determined parameters of 
the stochastic model.   

Taking into consideration that the limit level for the laser 
diode current is equal to 150% of the nominal value, based on 
the generated processes, times for which the value of the 
degradation process will reach the limit level were 
determined (Fig. 6). 

Fig. 6. Simulated processes of degradation of a laser diode with the marked 
limit level specifying 50% of the diode current increase.   

Based on these times the parameters of the probability 
density function of normal distribution were determined. The 
mean value 5,887ˆ =Uμ  and the standard deviation 

2.25ˆ =Uσ  were calculated. Using equations (17) parameters 
of probability density function corresponding to normal 
conditions (25°C) could be estimated. For the tested laser 
diode eVH 7.0=Δ and C25�=NT  were adopted together 

with the temperature of the test equal to C54�=UT  and 

KeVk /1062.8 5−×= . Using these data based on equation 
(16), 2.11≈TAF  was received and using (17) 4.9948ˆ =Nμ

and 7.282ˆ =Nσ  were determined. The probability density 
function for both, normal and ageing conditions, assuming 
50% increase of the laser diode current, are presented in Fig. 
7. 

Fig. 7. Probability density function for the adopted 50% of the diode current 
increase for the accelerated ageing process (solid line) and for normal work 
conditions (dashed line).   

The reliability function in the case of the accelerated 
reliability tests and for nominal conditions is presented in 
Fig. 8.  

Fig. 8. Reliability function received for the adopted 50% increase of the 
diode current, for an accelerated ageing process (solid line) and for 
conditions of a normal work (dashed line).   

It gives a probability that a laser diode does not reach the 
current greater than 150% of the nominal value for a given 
value, for conditions of an accelerated ageing process and for 
normal working. 
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4. CONCLUSION 

Degradation processes comprise important information 
describing not only the current reliability level of an element 
or a device but also its properties from the point of view of 
the controlling process. The possibility of their measuring 
and analyzing can specify the necessary time of turning the 
device off and can have an influence on the procedures of its 
regulation. A large number of factors influencing on the 
process and a wide range of their variation prefer to use 
stochastic models for their description. The use of complex 
diffusion models of unknown transition probability density 
functions is possible due to more and more fast computer 
making it possible to simulate the process repeatedly. The 
parameters values of the model can be estimating only using 
numeric procedures. A significant problem is accuracy 
assessment. It is possible based only on quantile lines 
received by multiple simulations of the process.   
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Abstract: Prognostic and Health Management (PHM) systems are used for the diagnosis
and the prognosis of faults that affect the lifetime of dynamic processes. They can detect,
identify and isolate fault mechanisms and predict their evolution in order to prevent them
from causing system failures. When used in combination with Condition-Based Maintenance
(CBM), they not only extend the system reliability, but significantly reduce operating costs
and emergency response strategies through intelligent planning of maintenance. In this paper a
CBM/PHM system for a cogeneration plant with gas turbine has been developed. Simulation
trials have tested the performance and functionality of the system, showing how to produce
useful information for health management and intelligent maintenance.

Keywords: Diagnosis, Prognosis, Condition-Based Mainentance, Prognostic Health
Management, Intelligent Mainentance

1. INTRODUCTION

Condition-Based Maintenance (CBM) and Prognostics
and Health Management (PHM) have emerged over recent
years as significant technologies which are making an
impact on both military and commercial maintenance
practices. These technologies improve reliability and safety
of machines, with a dramatic decrease in life-cycle costs.
The goal is achieved by diagnosis and prognosis of faults
before they result in the system failure. As noted by
Vachtsevanos et al. [2006], the growth in the diagnostic
capability of modern systems has naturally evolved into
something more: the desire for prognosis. Since it is already
possible to use existing data and data sources to diagnose
faulty components, it would be of great interest to use
the same information to predict future failures before they
can actually affect the capability of the machine to work
properly. In this paper the design of a CBM/PHM system
for a Combined Heating and Power (CHP) plant with gas
turbine is presented. The plant consists in a set of several
linked subsystems and is described by a mathematical non-
linear model. Plant measurements are made available to
the health management system which elaborates them and
extracts information useful to diagnose faults that affect
the components lifetime. Then, the prognosis module
forecasts the Remaining Useful Life (RUL) to system
failure. The CBM module, finally, intelligently decides the
maintenance tasks to perform.

The paper is organized as follows. Subsection 2.1 presents
the hardware and the considered model. Subsection 2.2
describes the proposed CBM/PHM architecture following
the ISO 13374 rules. Section 3 analyzes the failure modes
that may affect the subsystems of the plant and how these
modes can be exploited to design the CBM/PHM system,

defining a special library. Sections 4, 5 and 6 contain the
description of the functional modules of the CBM/PHM
system. In Section 7 some significant simulation results are
presented. Finally Section 8 concludes the paper.

2. CBM/PHM SYSTEM FOR CHP PLANT

2.1 CHP plant description

The process considered is the CHP plant T100 of Turbec
S.p.A.. This plant generates electrical power (max 100 ±
3 kW) and thermal power (nom. 155 ± 5 kW) from
combustion of methane. A plant scheme is shown in Fig. 1.

Fig. 1. Scheme of CHP plant.

Thermodynamic cycle of reference is Joule’s or Brayton’s
cycle:

(1) The compressor increases pressure and temperature
of the atmospheric air;

(2) The air is burned with methane at constant pressure;
(3) The burned gas expands in the turbine, thus activat-

ing the shaft linked both to compressor and generator;
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(4) Finally, the hot gas transfers heat to cold water.

The Mathematical model (Feliciotti [2009]) is represented
by differential equations of each subsystem. The model is
implemented using Matlab R© and Simulink R© .

2.2 Architecture of CBM/PHM system for CHP plant

The architecture adopted in this work follows the concep-
tual framework provided by the International Standards
Organization (ISO). Fig. 2 depicts the ISO 13374-1 pro-
cessing model. The base of integrated architecture is the
database which stores data from multiple and diverse sen-
sor suites. Information are extracted in the form of features
or condition indicators and used as input to diagnostic
and prognostic routines. Integrated system architecture
involves six main modules:

(1) a set of sensors and suitable sensing strategies collect
process data of critical variables and parameters;

(2) a features extraction module selects useful informa-
tion from raw data;

(3) an operating mode identification routine determines
the current operational status of the system and
correlates fault mode characteristics with operating
conditions;

(4) the diagnostic module assesses through online mea-
surements the current state of critical machine com-
ponents;

(5) the prognostic module estimates the RUL of a failing
component/subsystem;

(6) the final module of the integrated architecture (mainen-
tance scheduler or advisory generation) schedules
mainentance operations without affecting adversely
the overall system functionalities.

Fig. 2. The ISO 13374-1 processing model.

From the standard architecture one can identify an online
implementation phase (see Fig. 3) and a preliminary
offline phase for the CBM/PHM system. The offline phase
consists of the required background studies that must be
performed offline prior to implementation of the online
CBM phase and includes determination of which features
are the most important for machine condition assessment,
the Failure Mode and Effect Critically Analysis (FMECA),
the collection of machine legacy fault data to allow useful
prediction of fault evolution and, finally, the specification
of available resources to perform maintenance tasks. The
online phase includes data processing functions: signal
processing, extracting the features that are the most useful
for determining the current status or fault condition of the

Fig. 3. CBM/PHM system.

machinery, fault detection and classification, prediction of
fault evolution and scheduling of required mainentance.

The System and signal processing module can be seen as
a virtual sensor (Marko et al. [1996]) that from simple
and reliable measures, produces a value that quantifies
the current magnitude of fault, generally not directly
measurable. The Systems and signal processing functions
implement all the calculations made on raw data to extract
useful information. These functions can be divided in two
subfunctions:

Pre-processing Set of techniques to improve signal qual-
ity in terms of signal to noise ratio

Features extraction Set of techniques to extract fault
condition indicators.

The Fault Classification module performs fault diagnosis.
Its output is the current faults, pending and incipient, or
the failure conditions. It is necessary that the diagnosis
is completed when the fault is in the incipient stages,
otherwise prognosis, and all CBM/PHM system, becomes
useless. Terminology for fault diagnosis refers to Isermann
and Ball [1997].

Prediction of fault evolution is performed by the prognos-
tic module. The following characteristics are required:

• direct or indirect measurements of the size of the fault
at current time and for a number of past samples of
times;

• algorithms for predicting the remaining time to failure
to provide an estimate close to the actual value (in
terms of probabilities);

• estimation of the uncertainty bounds or confidence
limits associated with the prediction;

• learning strategies that enhance the richness of refer-
ence sample on the basis of new knowledge gained in
operation, improving performances such as accuracy,
precision and confidence.

3. FAILURE MODE ANALYSIS ON CHP PLANT

The most important features for a CHP plant can be
derived analyzing the states of the methane valve, the
mechanical transmission system and the heat exchanger.

3.1 Fault of methane valve

The methane valve is the actuator that provides the power
for the combustion. The valve is modelled as a first order
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system with delay and time costant τvalve = 0.5 s

ṁCH
4
(s) =

a

s+ a
ṁCH

4
,des(s) (1)

where a = τ−1
valve [s−1] = 2 s−1, ṁCH

4
(s) is the flow

provided by the valve and ṁCH
4
,des(s) is the flow decided

by regulator, both in Laplace domain. Fault mode is
modeled as a loss of reactivity due to wear of the valve,
i.e. a decrease of value a or an increase of value τvalve. The
value, where it is believed that the actuator performances
have become unacceptable, is set to

ã = 1 s−1

τ̃valve = 1 s
The fault mode consists in the slow degradation of the
time constant from nominal value τvalve to critical value
τ̃valve.

3.2 Fault of mechanical transmission system

The behavior of the motor shaft is described by the
following differential equation

ω̇(t) =
1

Jω(t)

(
PTurb(t)− PComp(t)−

1

ηr
Pel(t)

)
− μfr

J
ω(t)− μlu

J
ω(t)2 [s−2] (2)

where

• ω(t) [s−1] is the shaft rotational speed;
• PTurb(t) [W] is the power output from turbine to

shaft;
• PComp(t) [W] is the compressor power;
• Pel(t) [W] is the power absorbed by the alternator;
• J = 0.03 kgm2 is the shaft inertia;
• ηr = 98.5 % is the alternator efficiency;
• μfr = 1.497× 10−4 kgm2 s−1 is the coefficient of dry

friction;
• μlu = 6.990× 10−9 kgm2 is the coefficient of lubrifi-

cated friction.

The fault mode consists in a slow increase in the values
of friction coefficients. Phisically, the increase of μlu is
a sign of inadequate lubrification of the bearings sup-
porting the shaft. Otherwise, an increase of μfr is the
manifestation of phenomena of rubbing or play between
mechanical parts related (e.g.: a deformation of turbine
or compressor blades, a shaft misalignment due to bad
bearings, deflection of the shaft, etc.). Critical values are
fixed for

μ̃fr = 2× 10−4 kg m2 s−1

μ̃lu = 10× 10−9 kgm2.

3.3 Fault of heat exchanger

The critical parameter is the exchanger heat transfer
coefficient that affects the amount of heat transfered
between two fluids and hence the thermal efficiency of
plant. In nominal condition the value of the coefficient is

K ′ = 40.07
1

m kg K
and the thermal efficiency does not exceed 48.6 %. The
wear of the material that separates the fluids involves the
gradual loss of its properties and thermal conductor heat

transfer coefficient tends to zero. This entails the reduction
of heat transfer and therefore the thermal efficiency of
plant. Performance is unaccettable when

K̃ ′ = 8.01
1

m kg K
and thermal efficiency of plant drops to 20 %.

3.4 The Fault Pattern Library

The Fault Pattern Library (FPL) (Skormin et al. [1994])
groups in a systematic way the condition of disturbance
model parameters that can be interpreted as particular
fault conditions. These conditions are arbitrary and can be
defined by desingers, maintainers, or any process expert.
FPL contains, therefore, the diagnostic information in
terms of known patterns of failure. In this case, Table 1
may represent the FPL for failures that affect the life
of the CHP plant, in terms of variations from nominal
valures deemed unacceptable. Note that the failures of the
valve and the exchanger only affect system performance,
therefore, disturbance conditions are less stringent. The
shaft failures, instead, pose a greater criticality.

Table 1. Fault Pattern Library for CHP plant.

Failure modes Parameter perturbations [%]

a K′ μfr μlu

Methane valve −50
Heat exchanger −80
Shaft (friction) +30
Shaft (lubrification) +40

4. SYSTEM & SIGNAL PROCESSING MODULE

4.1 Pre-processing module

In the pre-processing module data from sensors are digital-
ized by an acquisition system and filtered with a moving
average filter or Finite Impulsive Response (FIR) filter of
order n:

yk =
1

n

n∑
i=1

αiuk−i (3)

The sampling time must be properly chosen in order to
capture the entire slow dynamics of the process and filter
out high frequency noise.

4.2 Features extraction

Following the approach of the virtual sensor, three in-
dependent algorithms of Digital Signal Processing (DSP)
have been developed. These algorithms produces a signal
that expresses the instantaneous magnitude of fault using
the digitalized measurements of valve, shaft and heat ex-
changer variables. The output of the feature extraction
module is a vector of characteristics according to the
health state of plant, i.e., a set of four variables connected
independently to a specific mechanism of fault

ϕk =

⎡⎢⎣ ak
ϕKS

μfr,k

μlu,k

⎤⎥⎦ ∈ R
4 (4)
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Methane valve • The amount of gas valve fault is given
directly by the value of time constant τvalve or its inverse
a. It can not be measured directly, but is calculated by
finite memory Recursive Least Square (RLS) algorithm.
The discrete model of the valve can be written as an
AutoRegressive Moving Average (ARMA) from eq. (1)

ṁCH
4
,k = hT

kϑ+ νk (5)
where

hk =

[
−ṁCH

4
,k−1

ṁCH
4
,des,k

]
∈ R

2, ϑ =
1

1 + aTC

[
−1
aTC

]
∈ R

2

νk is the white noise representing measurement and mod-
eling uncertainties and TC [s] is the sampling interval. The
algorithm is given by{

Pk =
1
λ

[
Pk−1 − Pk−1hkh

T
k Pk−1(λ+ hT

k Pk−1hk)
−1
]

ϑ̂k = ϑ̂k−1 + Pkhk(ṁCH
4
,k − hT

k ϑ̂k−1)
(6)

where Pk ∈ R
2×2 is the estimation error covariance matrix

and 0 ≤ λ < 1 is the oblivion coefficient. In this way the
estimated parameter of the model is influenced by the last
M = 1

1−λ samples. The algorithm is initialized by choosing
the initial estimate as the value of ARMA coefficients with
nominal model parameters and initial error covariance
matrix as P0 = γI with γ chosen to adjust convergence
speed and I indicates the identity matrix. Fig. 4(a) shows
the evolution of the characteristic in a simulation of the
failure mode.

Shaft • Estimates of friction coefficients μfr and μlu are
used as fault indicators for the shaft. Expressing the non-
linear model of the shaft (eq. (2)) in the ARMA form in
which the coefficients are linearly related to the measures
results in:

ωk = hT
kϑ+ νk (7)

where

hk =

[−ωk−1

ak
bk

]
∈ R

3, ϑ = − 1

J + μfrTC

[
J
−TC
μluTC

]
∈ R

3

and νk is the white noise representing measurement and
modeling uncertainties. ak and bk signals are obtained by
combining system inputs and output as follows:

ak =
1

ωk−1

(
PTurb,k − PComp,k −

1

ηr
Pel,k

)
bk = ω2

k−1

Applying to eq. (6) the finite memory RLS algorithm
results in an equation similar to (7), in which the initial
estimate is given by the nominal values of model param-
eters. A simulation of both failure modes is depicted in
Fig. 4(c) and 4(d).

Heat exchanger • Let us consider a linearized discrete
model of the exchanger in state space form which describes
the variations of process variables from the system equi-
librium point:{

δẋk+1 = Aexδxk +Bexδuk

δyk = Cexδxk
(8)

where δxk ∈ R
8 is the state vector, δuk ∈ R

8 is the input
vector, δyk ∈ R

8 is the output vector and Aex, Bex, Cex ∈
R

8x8 are the system matrices.

The degradation of exchange material is represented by
a decrease in the heat transfer coefficient K ′ present in

(a) (b)

(c) (d)

Fig. 4. Module output of feature extraction. In (a) feature
a for methane valve fault. In (b) feature ϕKS for
heat exchanger fault compared with efficiency ηth
degradation. In (c) and (d) feature for mechanical
transmission system faults, respectively μfr and μlu.

the first and fifth row elements of Cex matrix, therefore,
it affects only the temperature of output fluids (smoke
and hot water). With an Unknown Input Observer (UIO
by Chen and Patton [1999]) the system state is estimated
and, using the Cex matrix with the nominal value of the
coefficients, the theoretical correct temperature outputs
of the process are calculated. The differences with the
measured outputs produce, therefore, a residual growing
with the degradation of the material. The use of UIOs
grants better decoupling properties with respect to clas-
sical Luenberger Observers. In particular, it avoids the
measurement of specific heat at constant pressure (cp) of
inlet and outlet fluids and also avoids the measurements
of flow and pressure of incoming fluids. To apply the UIO
the linear model described by eq. (8) must be written as{

δẋk+1 = Aexδxk + B̃exδũk + Eexdk

δỹk = C̃exδxk
(9)

where δũk ∈ R
2 is the known input vector containing

the fluid temperatures entering the heat exchanger, dk ∈
R

6 is the unknown input vector including pressure, flow
and specific heat at constant pressure of incoming fluids,
δỹk ∈ R

6 is the measured output vector containing
temperature, pressure and flow of exhaust fumes and hot
water produced. B̃ex ∈ R

8×2 is the matrix composed of
the first and the fifth column of the matrix Bex and Eex ∈
R

8×6 is composed of the remaining columns. C̃ex ∈ R
6×8

is obtained removing from Cex matrix the fourth and eight
row. Since

rank(C̃exEex) = rank(Eex) = 2

then the UIO exists and its structure is given by{
zk+1 = Fzk + TB̃exδũk +Kδỹk

δx̂k = zk +Hδỹk
(10)

where

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

122



H = Eex

[
(C̃exEex)

TC̃exEex

]−1
(C̃exEex)

T

T = I −HC̃ex.

Since
A1 = TAex

and since the couple (C̃ex, A1) is detectable, matrix K1 is
derived using a pole-placement technique such that matrix

F = A1 −K1C̃ex

has all eigenvalues on the segment ]−1, 0[ on the real axis
of the complex discrete plane. Matrix K results in

K = K1 + FH.

The output observation error is given by
εy,k = δỹk − C̃exδx̂k ∈ R

6 (11)
and only errors on temperature are affected by failure
mode (the first and fourth element). Finally, the fault
feature for the heat exchanger is given by the weighted
sum of the residuals obtained from smoke and hot water
temperatures. The merger combines the information con-
tained in more features into a single feature, improving the
robustness to disturbance and measurements errors. The
fused feature is given by

ϕKS =
r2smoke + r2H

2
O

rsmoke + rH
2
O

(12)

Fig. 4(b) shows the evolution of the characteristic in
a simulation of the failure mode, compared with the
degradation of thermal efficiency of plant.

5. FAULT CLASSIFICATION MODULE

The four failure modes can define sixteen categories rang-
ing from no damage to the situation where all three sub-
systems are affected by pending faults. The classifier must
map the space formed by the characteristics vector ϕk in
the space of sixteen classes of fault. To do this we use
a neural network as data classifier. We chose a two-layer
neural network with four neurons for each layer. The four
inputs correspond to the four elements of characteristics
vector, normalized in the interval [−2, 2] ⊂ R. The four
outputs form a binary number based on that, decoded
into decimal base, returns the key to assign the fault
class. The network is trained with a set of points that
describe the FPL. For example, we want the network to
assign the fault class 0, i.e. no fault, at the point where all
the features assume nominal values. If, however, the data
point is characterized by significant degradation of all fault
indicators then we want the network to check the class
16 (all failures). The network is implemented using the
Matlab R© Neural Network Tool. The training ends in five
epochs. The classifier is tested on a simulation of an hour
and forty minutes during which the plant continuously
provides 80 kW of electrical power and any performance
degrades simultaneously up to the subsystems failure. The
simulation represents also weather conditions (tempera-
ture and pressure), using data from various meteorological
observation sites.

6. PREDICTION OF FAULT EVOLUTION MODULE

In this paper we use data-driven prognosis techniques, for
which there is no need to have a model of the fault mech-
anism nor historical data. They are basically statistics

techniques that project the trend of a variable in the future
based on the current and past recorded values. These tech-
niques hardly prescribe significant confidence limits, but
their validity can be verified at the design stage. It is clear
that a model or historical data describing the behavior
of the process in fault situations are very useful. Data-
driven techniques are therefore a compromise between the
techniques based on model (powerful, but expensive and
specific) and probabilistic techniques (less accurate but
simpler and wide applicability). An intresting data-driven
statistical technique is the autoregressive moving average,
commonly used in economics to the Trend Analysis. The
principle of the technique is depicted in Fig. 5.

Fig. 5. Technique of forecasting with autoregressive.

A digital processing algorithm produces, every TC sec-
onds, the time sequence {At−kTC

}k=1,2,3,... of parameter
estimates. It contains valuable information that describes
how the fault is deteriorating system performance. Let us
introduce the autoregression equation

Ak = E
{
A|Ak−TC

, Ak−2TC
, . . . , Ak−mTC

}
(13)

that expresses the fact that the estimate of the characteris-
tics at current time step k is conditioned by the estimated
value already registered in the last m time samples. A
finite memory RLS procedure captures the failure modes
and then the equation is simulated to generate a series of
predictions of the estimate for the future time instants:
Ai = E

{
A|Ai−TC

, Ai−2TC
, . . . , Ak, Ak−TC

, . . . , Ak−mTC

}
(14)

with i ≥ k. If the estimated prediction reachs the tolerance
level in a reasonable time the system will declare that
there is an End of Life (EOL). Otherwise, the system
response is that there is no failure of the component in
the horizon considered. The tolerance is established in
FPL. It is important to clarify that the estimate of the
characterisic is not known with certainty, but in a certain
confidence interval. The confidence limits of prediction
may be prescribed by assessing what is the precision
that gives the estimate: looking to the future also mobile
variance associated with it. In this way, an estimate
which tends to improve its quality will produce a better
prediction in the sense that the response of prognosis will
have a distribution closer around the mean. The forecast
error is evalutated in relative terms compared with actual
EOL. A negative relative error indicates a postponed
forecast. It is always preferable to have early predictions
(positive error):

εr =
EOL− ˆEOL

EOL
(15)
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Fig. 6 and Fig. 7 show the result of applying the algorithm
for the coefficient μfr of the motor shaft (for the other
fault modes the result is similar). The test is identical
to that made in assessing the response of the classifier.
Note in Fig. 7 as 50min before component failure, EOL
is provided 6min in advance (relative error of 8 %). After
35min of simulation the error lies constantly below 5 %;
40min before failure error is predicted within 3min.

Fig. 6. Result of prognosis for μfr parameter: the forecast
25min after the start of simulation.

Fig. 7. Result of prognosis for μfr parameter: the EOL
and RUL provided during the entire simulation and
compared with real values.

7. RESULTS

To integrate the results reported for the various specific
forms, an overall result of a simulation of CBM/PHM sys-
tem operating on the plant affected by all the considered
fault conditions is proposed. The CBM/PHM system must
periodically send the following basic information:

• list of incipient fault conditions (diagnosed with EOL
not available in finite time): class of fault and detec-
tion time tr;

• list of pending fault conditions: fault class, detection
time tr, prognostic information (EOL e RUL);

• list of failure conditions: failed component, failure
time tf .

Table 2 shows an example of the type of information the
system produces, reported to the case of CHP plant. Data

are produced every 20min to simulate the usual one hour
and forty minutes. As can be inferred from Table 2, about
15min from system failure, set at 75min, the fault is
correctly diagnosed and predicted with a relative error less
then 5 %.

Table 2. Summary simulation results collected
every 20min.

tsim Fault(s) tr or tf ˆEOL εr ˆRUL
[min] [min] [min] [%] [min]

20 Incipient for μlu 16 - - -

40

Pending for a 28 81 -8 41
Pending for ϕKS 35 48 36 28
Pending for μlu 25 66 12 26
Pending for μfr 23 73 3 33

60

Pending for a 28 75 0 15
Pending for ϕKS 35 73 3 13
Pending for μlu 25 76 -1 16
Pending for μfr 23 74 1 14

80

Failure for a 75 75 - < 0
Failure for ϕKS 75 75 - < 0
Failure for μlu 75 75 - < 0
Failure for μfr 75 75 - < 0

8. CONCLUSION

The results show how the knowledge produced by the
CBM/PHM system is designed as complete and compre-
hensive of the health status of process and allows the
maintainer to plan intelligently activities to maintain the
plant running continuously, eliminating emergency inter-
vention. To do this, the maintainer must receive at its
headquarters the health status of all the machines within
its jurisdiction. Scheduling maintenance can take place au-
tomatically using a planning software or manually directly
decided by maintainer. Furthermore, testing the proposed
CBM/PHM system on a real cogeneration plant with gas
turbine is also in this research future plans. In the future,
different intelligent techniques will be embedded into this
system, in order to suggest the level of maintenance action
needed before the occurrence of failures.
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Abstract: Early detection of faults within subsystems of complex plants enables a timely reaction of the 
plant staff, thus alleviating the ensuing problems with the plant operation and possibly avoiding the need 
for a complete shut-down. An application of a model-based fault detection and isolation (FDI) algorithm 
to the superheating system of a coal-fired thermal power plant is presented in this paper. Data from a real 
process were used to obtain a piecewise affine model of the process, which was then used to generate a 
residual carrying the information of a possible fault in the system. In order to eliminate the effects of 
plant parameter fluctuations due to operating point changes, a residual post-filter was implemented. The 
results of experimental verification are presented and briefly discussed. 

Keywords: System identification, Fault detection, Thermal power plants 

�

1. INTRODUCTION 

Fossil-fuel fired thermal power plants remain one of the main 
sources of electrical energy in many countries around the 
world. In Serbia, for example, more than 60% of production 
comes from coal-fired thermal power plants. Since most of 
these plants are more than 20 years old, equipment reliability 
is a major issue. Sensor and actuator failure lead to prolonged 
shut-downs, which have severe financial consequences. 
Having this in mind, investment in fault detection and 
isolation (FDI) systems becomes more attractive. If the staff 
is able to receive early warnings about problems that are just 
beginning to develop, they might have enough time to react 
in such a way as to prevent the need for a complete shut-
down of the plant or its subsystems. The additional system 
start-up costs and losses due to off-line time are thus greatly 
reduced, increasing the overall plant efficiency. 

The system under consideration here is the steam temperature 
control mechanism. The temperature needs to be kept around 
a prescribed value in order to optimize the turbine working 
conditions, and in order to fulfil obvious safety conditions. 
Control is accomplished through a process known as 
attemperation, which involves injecting cold water into the 
steam flow, thus lowering its temperature appropriately. 
Valves used to regulate the amount of injected water often 
get stuck, and this is the fault we aim to identify and isolate 
by using the approach described in this paper. 

The variety of different types of FDI algorithms found in the 
literature (see, for example, Gertler(1998), Ding(2008)), can 
roughly be divided into two groups: model-based and data-
driven. The former approach is used here: a model of the 
process is identified, and then run in parallel with the plant. 
The residuals, in the form of differences between the model 
and plant outputs, are used to conclude if the type of fault 
under consideration has actually occurred. Typically, if the 
residual value significantly differs from zero, a fault is 

supposed to have occurred. However, operating-point 
changes lead to plant parameter fluctuations, which in turn 
affect the residual, leading to false alarms. Such effects are 
suppressed by post-filtering the residuals, but in such a way 
as to preserve the desired behaviour in case of actual faults. 

The rest of the paper is organized as follows. Chapter 2 
describes in detail the attemperation system and its 
components. Identification and modelling of the plant are 
presented in chapter 3, while chapter 4 explains the applied 
FDI mechanism and presents the experimental results. 
Chapter 5 concludes the paper. 

2. ATTEMPERATION SYSTEM 

A characteristic feature of the once-through boiler is that the 
pumps force the feedwater/steam through the boiler tubing, 
which in principle is arranged a continuous pipe. The boiler 
process includes several steam superheating processes. Each 
of these processes serves as an energy transferring system-
energy being transferred from the flue gas to the steam. Each 
superheater is equipped with an attemperator device (water 
injection at the inlet) for control of the steam outlet 
temperature, Flynn(2003), Brkic(2005), Jovanovic(1982). A 
superheater process is shown in Fig. 1 and Fig. 2. 

The control of steam temperatures in power plants is one of 
the most widely discussed control problems in power plants. 
The reasons for the extensive attention to this problem are 
mainly found in issues such as: 

9 Lifetime of plant: The steam temperature control has 
a significant influence on the variation of the steam 
temperatures and accordingly on the thermal stress of 
the plant.  

9 Efficiency: If the steady-state variations can be 
reduced significantly, the outlet set-point can be 
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increased and the turbine efficiency will increase 
accordingly.  

9 Load-following capability 

9 Availability: The improved overall stability and the 
resulting reduced probability of forced plant outage is 
an indirect advantage of improving the steam 
temperature control. Nevertheless, it is an important 
advantage - e.g. a forced outage of a coalfired base-
load unit will imply additional fuel costs for restart, 
lack of power sales, increased wear of the plant and 
reduced availability.  

G

Eco

Sh1

Ish2

Sh3

Ish1

Sh2

Eva

Att1

Att2

Att3

Turbines

Feedwater 
pump

Boiler

To condenser

 
Fig. 1. Outline of steam power plant. Eco: economiser; Eva: 
evaporator; Sh: high-pressure superheater; Ish: intermediate 
pressure superheater; Att: attemperator. 
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Fig. 2. Superheater process with typical instrumentation: To -
outlet steam temperature (°C); Ti -inlet steam temperature 
(°C); X-valve position (%); im�  - water injection flow 
 
First step in FDI model-based approach consists of providing 
a mathematical description of the system under investigation 
which shows all the possible faulty conditions. 
 

3. MODELING AND IDENTIFICATION 

Basic idea is how to find suitable nonlinear model for real 
processes, with the aim to provide a general treatment of the 
problem. One solution is to focus attention on the nonlinear 
black-box parametric models. 

The main idea underlying the mathematical description of 
nonlinear dynamic systems is based on the interpretation of 
single input single output, nonlinear, time invariant 
regression models such as 
� � � � � � � � � �( 1 , , , 1 , , )y t n F y t n y t u t n u t� � � � : � � :  (1) 

where u(t) and y(t) are input and output of process, 
respectively, and F(·) is continuous nonlinear function that 
represents functional relation from inputs to outputs.  

The identification of the nonlinear system can be translated to 
the approximation of the mathematical model given previous 
equation using a parametric structure that exhibits arbitrary 
accuracy interpolation properties.  

A piecewise model defined through the composition of 
simple models having local validity is the natural candidate to 
perform this task, as it combines function interpolation 
properties with mathematical tractability. The piecewise 
SISO model is formed by a collection of parametric 
submodels of the type: 

� � � � � � � � � �
1 1

( )
0

0 0j j

n n
i i i

j jy t n a y t j b u t j y
� �

� �

� � � � � � �; ;  (2) 

in which the system operating point is described by the input 
and output samples y(t+n-1),...,y(t) and  u(t+n-1), that can be 
collected with vector xn(t)=[y(t),...,y(t+n-1),u(t),...,u(t+n-
1)]T. The switching function is 

� �
� �� � � �

� �� �
( )1    

( )
0  

i
n n n

n
n

x t if x t in Range
x t

x t othervise

<
<

<

� ��� �
��!

 (3) 

First order model for proper describing of valves in 
attemperation subsystem is given with  

� � � �� � � � � � � � � � � �
7

1 1 0
1

1 [ ]i i i
i

i

y t x t a y ut b t y<
�

� � � � �;  (4) 

In attemperation subsystem, water injects through controlled 
servo valve and nozzle in live (fresh) steam. Measured 
values, also inputs in fault detection system are: 

9 Valve position (u(t)=X) in % 

9 Water injection flow (y(t)=m;˙i

For experimental verification of FDI techniques two 
attemperation subsystems are chosen: 

) in tons/hour 

9 Servo valve NB12C101 in main pipeline (last water 
injection in right side of armature) 

9 Servo valve NB10C101 in backup pipeline (last 
water  injection in left side of armature) 

Different valves with different constructions and servo 
controllers were used to demonstrate system modelling, 
identification and FDI principles. 
For parameters identification of piecewise affine model 
following procedure was carried out: 

9 System is switched in manual regime 

9 Control signal was sequence of step signals in range 
of 0-100% 

9 Parameters for seven different affine models were 
obtained using LS method,Ljung(1987), Bosch(1994), 
and shown in Table 1., for valve NB12C101 
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��ble 1. Estimated parameters of piecewise affine model 

 
Results of system identification are shown in Fig. 3 and 4. 
After identification, output error between process and model 
was formed in manner to check goodness of identification 
procedure. Autocorrelation function of this residual was 
presented in Fig. 5, and it was shown that identification error 
is almost white noise. Because of that, we can conclude that 
proposed model can properly describe process.    
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Fig. 3. System identification for input sequence in openloop 
experiment (Plant and model – first subfigure, position of 
valve – second subfigure, Model number used in piecewise 
affine structure – last subfigure) 
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Fig. 4. Plant and model, valve position, model number used 
in piecewise affine structure 
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Fig. 5. Autocorrelation function of identification residual 
signal 

4. MODEL BASED FAULT DETECTION APPLIED TO 
THE ATTEMPERATION SYSTEM 

 
Most of the residual generation techniques are based on 
discrete system models Isermann(1997), Paton(2000). The 
basic idea of the parity relations approach is to provide a 
proper check of the parity of the measurements acquired from 
the monitored system.  

4.1 Output error 

A straightforward model-based method of fault detection is to 
take a model and run it in parallel to the process, thereby an 
output error vector is obtained 

ˆ( )( ) ( ) ( ) ˆ( )oe
B zr k e k y k
A z

� � �  (5) 

The methodology is depicted in following Fig. 6. 

When a fault occurs in the plant, the residual r(t) will be 
different from zero. 

( )
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B z
A z

( )
( )

B(
A(

ˆ( )
ˆ( )
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A z

+

-

( )u t ( )y t

( )e t ( )Fr t
( )F z

 
Fig. 6. Scheme for output error via parity equation method 
 

4.2 Experimental results 

After modelling and identification, residual generator was 
applied for two attemperation systems (NB10C101, 
NB12C101) (Fig. 7 and 8, respectively). It is remarkable that 
there is a time-varying mean-value of the obtained residual 
signal, even during time intervals without any faults. This 
phenomenon may be explained by the fact that the parameter 

 Model 
no. 1 2 3 4 5 6 7 

  Max Min Max Min Max Min Max Min Max Min Max Min Max Min 

u – control Position 
���� 4.86 12.26 36.24 24.86 48.47 36.24 59.98 48.47 71.84 60.15 83.35 71.86 96.00 83.35 

y - 
measurement 

Flow 
���� 3.51 2.54 5.83 3.51 7.53 5.84 9.16 7.53 11.49 9.17 15.47 11.48 21.01 15.50 

Model 
parameters a1 -0.694 -0.699 -0.769 -0.81 -0.796 -0.787 -0.805 

b1 0.0241 0.0558 0.0316 0.0265 0.0395 0.071 0.083 

 y0 0.474 -0.287 0.204 0.152 -0.506 -2.627 -3.923 
���
(estimated)  2.74 2.798 4.6521 4.7466 4.4056 4.1866 4.632 
K 
(estimated)  0.0788 0.1858 0.47 0.1397 0.1945 0.3341 0.430 
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identification has been done on nominal power setpoint. After 
power setpoint change the nature of residual signal is 
changed as well being nonzero without any fault presence. 
Offset in residual is caused by changing pressure in water 
injection nozzle, due to feedwater setpoint changing in 
function of desired electric power of plant. Consequently 
some corrections in the residual generator structure have to 
be done. 

 
Fig. 7. Output error residual for valve NB10C101, left 
armature, Fault1-Actuator is blocked (time~400s), Fault2, 
Fault3, Fault4, Fault5 - Data acquisition system fault 
(time~6000s,17000s, 52000s and 69000).  

 
Fig. 8. Output error residual for valve NB12C101, right 
armature, Fault1, Fault3 - Data acquisition system fault 
(time~6000s, 59000s), Fault2, Fault4 - Actuator is blocked 
(time~28000s, 83000s). 
In attemperation subsystem there are several major faults: 

1. Sensors faults 
9 Sensor failure – sensor output signal is not in range 

4-20mA. This fault is not considered because it is 
detected with comparing signal with valid signal 
range 

9 Sensor offset or saturation is failure due to wrong 
selection of type of measurements or due to changes 
in measurement environment, set-point or conditions. 

2. Actuator faults 
9 A typical valve malfunction is a position block or 

jamming, which occurs when the actuator no longer 
responds to the control signals sent by the regulator. 
The position of the actuator may be locked in three 
different ways: in the same position as when the fault 
happens, completely open, and completely closed. 

3. Data acquisition system fault 
9 Input data are frozen and control system has 

information from last valid measuring without notice 
of bad measuring. 

In Fig. 7 and 8, there are output errors presented, on date 
February, 16th 2009, for control valves NB10C101 and 
NB12C101, left and right armature respectively.  
Faults are clearly visible, but we cannot set the threshold that 
would be able to process failure detection, because the 
residual has a mean value due to electric power setpoint 
changes from 205MW to 320MW. To eliminate this 
deficiency residual post filtering was carried out. 

4.3 Residual post- filtering 

Residual itself has two components of the signal of interest. 
The first comes from failure that occur in the system, and the 
other is due to changes in the operating regime, which 
depends on the given power setpoint of the plant. As the 
nature of these two signals is different in frequency domain, 
it is possible to carry out a post filter design that will make 
the removal of the signal originating from changes in 
setpoint, and thus eliminate the variables mean signal, which 
is located at low frequencies. 

Post-filter design is done in order to maximize the speed of 
elimination low frequency component signal and pass-
through hi frequency signal that comes from failure. The 
results are shown in Fig. 9 and 10, which are filtered residual, 
for a one day measurement. 

 
Fig. 9. Residual post filtering for valve NB10C101, left 
armature, Fault1-Actuator is blocked (time~400s), Fault2, 
Fault3, Fault4, Fault5 - Data acquisition system fault 
(time~6000s,17000s, 52000s and 69000). 
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Fig. 10. Residual post filtering for valve NB12C101, right 
armature. Fault1, Fault3 - Data acquisition system fault 
(time~6000s, 59000s), Fault2, Fault4 - Actuator is blocked 
(time~28000s, 83000s). 
 

It is now possible to set a constant threshold that will perform 
failure detection with great reliability. Because modelling of 
the attemperator system is not ideal and a simple method of 
detection failure is used, there is possibility of false failure 
detection. 

 

5. CONCLUSION 

The paper shows that a relatively straightforward FDI 
procedure can be used to effectively identify problems with 
the attemperation valve operation. A simple step-response 
based LS identification method was used to produce a 
piecewise-affine first order model of the plant, which 
successfully captures the characteristics of plant behaviour 
relevant to FDI purposes. The effects of operating-point 
changes were suppressed by using a high-pass residual post-
filter, while preserving the desired performance with respect 
to the actual fault. The results obtained with data taken from 
a real-world process were satisfactory, considering the 
relative simplicity of the algorithm. 
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Abstract: Time delay estimation is a very important topic for control performance monitoring, as it is 
required for several performance indices (e.g. Harris index) and for fault propagation analysis in the 
presence of plantwide faults. Many classical methods for time delay estimation are only valid for linear 
Single Input Single Output (SISO) processes or require advanced model assumptions. In the present 
paper, a new and simple method based on k nearest neighbour imputation is validated and demonstrated 
on an industrial application. 

Keywords: performance monitoring, time delay estimation, significance test 

 

1. INTRODUCTION 

Control performance monitoring and assessment is a very 
important topic as it enables plant operators to increase plant 
productivity and to decrease the production of rejections. The 
procedure of control performance monitoring and assessment 
has been summarised in many reputable overviews (e.g. 
Jelali, 2006) and had been started with the introduction of the 
Harris index (Harris, 1989) which objectively measures the 
performance of a single control loop related to the best 
achievable performance of a comparable minimum variance 
controller with the same time delay. In complex plants, single 
control loop faults are often propagated by production stream 
or heat coupling to many other control loops and cause 
plantwide faults. Hence, fault propagation analysis is also a 
very important topic of control performance monitoring and 
its aim is to determine the source of plantwide faults under 
the use of propagation path models (Bauer and Thornhill, 
2008). Fault propagation analysis is often realized by time 
delay estimation (Bauer et al., 2004). It can be seen that time 
delay estimation is a basic step of control performance 
monitoring and requires high accuracy. A very reliable 
procedure was introduced by Stockmann and Haber (2010) 
and allows dead time estimation for both time invariant linear 
and nonlinear Multiple Inputs Single Output (MISO) 
systems. Stockmann and Haber (2010) do not give any rules 
about the validation of this new method. This validation is 
shown in the present paper and aim of it is to determine strict 
thresholds in order to give evidence about the quality and 
repeatability of time delay estimation. The paper is structured 
as follows: In section 2 the procedure for time delay 
estimation based on k nearest neighbour (knn) imputation is 
shortly presented. In section 3 the validation is shown based 
on significance testing and in section 4 the method is 
demonstrated on an industrial example.  

2. TIME DELAY ESTIMATION USING K NEAREST 
NEIGHBOUR IMPUTATION 

The idea for time delay estimation based on k nearest 
neighbour imputation has been introduced by Stockmann and 
Haber (2010). Its mode of operation is briefly explained for a 
static nonlinear SISO system without loss of generality (see 
reference for more details). Assume two signals u(k) and y(k). 
Where y is a function depending on u and a discrete time 
delay d, e.g. (1) 

( ) ( )dkudkudkuky −+−+−+= 32 01.025.0)(5)(   (1) 

For example, let be d = 3 and let u be a standard normal 
distributed random number. The courses of u and y are given 
in Fig. 1. 

Fig. 1. Simulated course of two time series u and y fulfilling 
(1) with discrete time delay d = 3 
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Furthermore let u(k = i) be a certain value (e.g. 1) and let nd
be an estimated time delay then )( dniy +  will have a defined 
value by (1) ( 26.6)3( ≈+iy ) if the estimated nd value is 
chosen correctly. If the value of u(i) = 1 occurs again at a 
later sample time j, then )( dnjy + will have the same value 
as )( dniy + in the absence of noise. That means for 
imputation theory that )( dniy + can be expressed by the 
nearest neighbour of u(i) only which is u(j) and its 
corresponding output )( dnjy + .This can also be visualised in 
the u, y scatter plot for different assumed time delays nd
shown in Fig. 2. 

Fig. 2. Scatter plot u(k-nd) vs. y(k) for different assumed dead 
times nd

Theory of the automated time delay estimation based on the 
presented idea is to omit the output signals y(k=1,…,N) for 
every sample time after another and to impute it ( )(ˆ ky ) by 
the kimp nearest input neighbours. Looking at Fig. 2, one can 
see clearly that if the estimated time delay nd is chosen 
correctly (nd = d = 3) then the imputed value will be nearly 
the same as the omitted value. Stockmann and Haber (2010) 
proposed the following ten steps to automate this procedure: 

1. Let the start value of nd be the minimal assumed 
time delay dmin minus one, then: 

2. Increment nd by one. 

3. Shift the input vector u by nd. 

4. Let the counting index k and the summing variable s
be equal to zero. 

5. Increment k by one. 

6. Delete y(k). 

7. Replace y(k) by a knn imputation )(ˆ ky .  

8. Calculate the deviation ( )2)(ˆ)( kykyss −+= . 

9. Replace )(ˆ ky  by y(k) and go to step 4 until k has 
reached the length of the vectors N. 

10. Calculate    ( )
1

1
−




�

�

�

�
+=

N
snR d

knn
uy

. Go to step 1 and 

repeat it until nd has reached the maximal assumed 
time delay. 

( )d
knn
uy nR  is a normalized function which lies between 0 

( dnd ≠ ) and 1 ( dnd = ). In Fig. 3 the course of ( )d
knn
uy nR  is 

illustrated for the simulated example shown in Fig. 1. The 
maximal value of ( )d

knn
uy nR can be found for the assumed time 

delay 3, which is equal to the simulated time delay. Even in 
the absence of noise the maximal value of ( )d

knn
uy nR  is always 

smaller than 1. The reason for this is that the number of 
{ })()( ky,k-nu d  pairs is finite and hence the imputation is 
always defective ( 0>� s ).  

Fig. 3. ( )d
knn
uy nR  course for the two time series u and y shown 

in Fig. 1 

Stockmann and Haber (2010) showed that it is also possible 
to determine time delays for MISO systems with different 
time delays for the inputs.  

Fig. 4. Time delay estimation based on knn imputation for 
two inputs with  du1 = 3 and du2 = -2 
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Explanation: Assume a Two Inputs Single Output (TISO) 
system. The ten steps of the knn based time delay estimation 
need one modification only: instead of shifting one input (u1), 
two inputs have to be shifted separately. Assume first in the 
SISO case that ( )10,9...,,9,10 −−=dn  then ( )d

knn
uy nR  has 

the length of 21. By shifting two inputs knn
uyR   becomes a 

function of nd,u1 and nd,u2. A plot of ( )2,1,21 , udud
knn

yuu nnR  with 
two inputs hence becomes a three-dimensional plot, see Fig. 
4. For MISO systems with m inputs the function 

( )umdudud
knn
y nnnR ,2,1, ,...,,u  must be interpreted as a function of 

a m-dimensional array. The calculation time increases 
drastically.   

3. VALIDATION VIA SIGNIFICANCE TESTING 

Aim of this section is to determine strict thresholds for the 
quality of time delay estimation. Therefore two parameters 
are introduced for the mean centred series ( )d

knn
uy nR~  by (2) 

and (3) calculated based on two scaled time series u and y : 

( )( )d
knn
uy

knn nR~max=ρ     (2) 

( )�
=−

=
M

i
id

knn
uy

knn nR
M 1

2
,

~
1

1σ    (3) 

In the present paper, kimp always equals 4 (see Stockmann and 
Haber (2010) for more details). In Fig. 5 the results of two 
simulations are shown with their corresponding ( )d

knn
uy nR  and 

( )d
knn
uy nR~ courses. The question is which of them indicates a 

better reliable time delay estimation. 

Fig. 5. ( )d
knn
uy nR  (left) and ( )d

knn
uy nR~ course (right) for two 

simulation examples 

At first sight, it may seem that the time delay estimation for 
simulation 1 is better as the ( )3=d

knn
uy nR  value is closer to 1 

than in the second simulation. However, this is not the case 
because the mean value of ( )d

knn
uy nR  is relatively high (0.97). 

The reason for this is always just a good imputation which is 
not necessarily connected to good time delay estimation. A 
good imputation may be achieved for example in the 
presence of a nearly constant input and a constant output 
signal. In this case, the imputation will be rather accurate. A 
good time delay estimation will always be found if the 
imputation for one assumed dead time is much better than the 
imputations for all other dead times. Hence, the quotient H
given in (4) can be used as a measure of a good quality for 
time delay estimation based on knn imputation of two scaled 
time series u and y: 

knnknn σρε /=      (4) 

The higher H is, the more outstanding the time delay 
estimation is for one certain assumed dead time. For the two 
simulations shown in Fig. 5 the following parameters can be 
calculated: 

Simulation 1: 

0.0247=knnρ , 9630.20083.0 =�= εσ knn   

Simulation 2: 

0.2269=knnρ , 3.40200.0667 =�= εσ knn   

Looking at these values it can be seen that the time delay 
estimation of the second simulation is a bit better than for the 
first simulation. 

It seems that H also depends on the number of measurements 
which were included for time delay estimation (N) and on the 
number of assumed time delays for which the imputation is 
performed (M). In the two examples shown in Fig. 5 N is 
equal to 100 and M equals to 21. 

The conclusion about quality of time delay estimation is 
reduced to one sided significance testing as H is a positive 
value. A comparable method for the interpretation of the 
cross-correlation function was proposed by Bauer and 
Thornhill (2008).  

For the analysis of ( )d
knn
uy nR~  a null hypothesis of no causal 

dependency based on H is made. The null hypothesis will be 
kept or replaced by the alternative hypothesis (causal 
dependency) under the use of a certain level of significance 
I. For this significance testing the distribution of H has to be 
known. Without deriving it theoretically, a Monte Carlo 
simulation showed that H is log-normal distributed in case of 
no dependency between two scaled Gaussian white noise 
time series with mean value JLN  and standard deviation KLN, 
see (5) 

).,(~ LNLNLN σμε     (5) 
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Explanation of the used Monte Carlo simulation

For the Monte Carlo simulation the time delay estimation of 
two causally independent and scaled time series, created by 
standard normal distributed random numbers with N = 100 
and M = 21, was performed 10.000 times. H was calculated 
for every single simulation. The distribution of H is shown in 
Fig. 6.  The parameters  0.7158=LNμ  and 0.2404=LNσ
were empirically estimated based on the results of the Monte 
Carlo simulation.  

With M = 21 and N = 100 the null hypothesis can be 
formulated as follows: Under the use of a significance level I
= 0.025 two scaled time series will be independent if the 
calculated H value is smaller than 3.2772. In this case the 
time delay estimation based on k nearest neighbour 
imputation delivers no retraceable result and can not be used 
for fault propagation analysis. 

Fig. 6. Distribution of H based on the result of the Monte 
Carlo simulation (•) and distribution of log-normal random 
numbers with same μ LN and σ LN value (-) 

3.2772 is the 0.975 quantil of the log-normal distribution 
with 0.7158=LNμ  and 0.2404=LNσ . This quantil LNq 975.0

 can 
be calculated under the knowledge of the location parameters 
μ LN and σ LN by (6). 

LNLN qLN eq σμ ⋅+= 975.0
975.0     (6) 

where q0.975 is the corresponding quantil of the standard 
normal distribution (1.9600).  

This calculated quantil LNq 975.0
 will be called Hkrit. For the two 

simulation examples shown in Fig. 5 one can see that the 
time delay estimation for simulation 1 ( 9630.2=ε ) can not 
be considered as a reliable result because 

2772.39630.2 =<= kritεε . This result might have been also 
achieved for two independent time series. The time delay 
estimation results for simulation 2 can be used for fault 
propagation analysis as 2772.34020.3 =>= kritεε . 

In the following section the influence of N and M on Hkrit will 
be determined with I = 0.025.   

3.1 Changing the number of measurements 

For determining the influence of the number of 
measurements N on Hkrit the same Monte Carlo simulation 
was used as in section 3 but with varying N,

{ }1000,...,100,50∈N  and constant M = 21. For every number of 
measurement, Hkrit was calculated based on (6). The results 
were shown in Fig. 7. 

Based on a nonlinear regression the formula )(Nfkrit =ε
given in (7) can be derived. 

1121046735 .-
krit N.H ⋅=     (7) 

Fig. 7. Hkrit as a function of the number of measurements (N) 
based on the result of the Monte Carlo simulation (•) and 
nonlinear regression (-) 

3.2 Changing the number of assumed time delays 

In this section the influence of the number of assumed time 
delays M on Hkrit will be determined with N = 100. The results 
of the Monte Carlo simulation are given in Fig. 8. 

Fig. 8. Hkrit as a function of the number of assumed dead times 
(M) based on the result of the Monte Carlo simulation (•)  

There seems to be no coherence between Hkrit and M. 
Therefore, Hkrit is only considered as a function depending on 
I and N. 

For a better understanding, the validation process of time 
delay estimation is demonstrated on the first simulated 
example shown in Fig. 1 and its corresponding ( )d

knn
uy nR

course shown in Fig. 3.  
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First, the time series have to be scaled and ( )d
knn
uy nR~ has to be 

calculated by ( ) ( ) ( )d
knn
uyd

knn
uyd

knn
uy nRnRnR

_____~ −= , where ( )d
knn
uy nR

_____
 is 

the mean value of ( )d
knn
uy nR . 

Afterwards, the variables shown in (2) and (3) have to be 
calculated. For this simulation 0.0625=knnρ  and 

0.0149=knnσ . Based on the calculated variables the 
quotient H given in (4) has to be determined. In this case 

4.1968=ε .  

In the last step, the calculated quotient has to be compared to 
a critical threshold kritε  which might have been also achieved 
if the two time series were independent. kritε  is a function 
depending on the number of measurements and in this 
simulation 2627.31004673.5 1121.0

krit =⋅= −ε . Due to the fact 
that P is greater than kritε  this time delay estimation can be 
considered as a reliable and repeatable result.   

4. INDUSTRIAL APPLICATION 

The presented method for time delay estimation was 
developed for fault propagation analysis of a hydrocracker. 
Because several processes were nonlinear or consist of 
multiple inputs the classical methods could not be used. This 
was also shown by Stockmann and Haber (2010). In this 
section, the results of two time delay estimations are shown.  

Hydrocrackers are used to crack high-boiling hydrocarbons to 
more valuable lower-boiling hydrocarbons like naphtha, 
kerosene and diesel under the presence of high-pressure 
hydrogen and fixed-bed catalysts. The analysed hydrocracker 
consists of four catalytic beds and five quenches in which 
cooling hydrogen is injected to work against the highly 
exothermic reaction of hydrogenation and to assure an 
optimal temperature, which lies between 400 and 450°C.  

A flow chart of the hydrocracker plant is given in Fig. 9 and a 
scheme of the second quench is shown in Fig. 10.  

Fig. 9. Flow chart of the hydrocracker plant  

4.1 Time delay estimation in case of causal dependency 

In this section, the method is tested for the time delay 
estimation from measurement 9 to control loop 10. 
Measurement 9 detects the outlet temperature of the first 
catalytic bed and control loop 10 controls the entry 
temperature of the subsequent bed by injection of hydrogen.  

The time delay between measurement 9 and control loop 10 
represents the transport time of the product through the 
quench. Due to the fact that the manipulated variable in this 
quench was kept constant, the simple SISO method can be 
applied.  

The courses of the scaled measured and controlled variables 
are shown in Fig. 11. One can see that there is a causal 
dependency between these two variables. 

Fig. 10. Scheme of one quench (static mixer) from the 
hydrocracker shown in Fig. 9  

The time series consist of 500 measurements. Hence, Hkrit can 
be calculated based on (7) as 2.7241. The result of the time 
delay estimation is shown in Fig. 12. 

Fig. 11. Course of scaled controlled variables from loop 9 
(left) and loop 10 (right)  

The course ( )d
knn
uy nR  shows its maximal value at nd = 1. 

Based on the results shown in Fig. 12 the following 
parameters can be estimated empirically: 

0.02485=knnρ , 3.623950.00686 =�= εσ knn   

Due to the fact that 7241.262395.3 =>= kritεε  with N = 500 
this result can be considered as a reliable estimation of time 
delay. Hence, the transport time from measurement 9 to 
control loop 10 equals one sampling time. 
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Fig. 12. Time delay estimation between loop 9 and 10  

The time delay from control loop 10 to measurement 11 was 
also estimated as a part of the industrial application. This 
time delay represents the transport time through the second 
catalytic bed and is an important indicator of the chemical 
reaction progress. The maximal value of ( )d

knn
uy nR  can be 

found at nd = 3. With 7358.2=ε  and 7241.2=kritε  this time 
delay estimation is also validated. The ( )d

knn
uy nR  course of this 

time delay estimation is shown in Fig. 13. 

Fig. 13. Time delay estimation between loop 10 and 11  

4.2 Time delay estimation in case of no causal dependency 

In section 4.1 the time delay estimation delivers a reliable and 
retraceable result. In this section, the method and its threshold 
value is tested in case of no causal dependency. Therefore the 
time delay is estimated between the measured power of the 
electronic preheater (control loop 6) and the difference 
pressure measurement (control loop 19). The courses of the 
scaled time series are shown in Fig. 14.  

Fig. 14. Course of scaled controlled variables from loop 6 
(left) and loop 19 (right)  

The time series shown in Fig. 14 consist of 500 
measurements as well. The result of the time delay estimation 
is shown in Fig. 15. The course ( )d

knn
uy nR  in this case shows 

his maximal value at nd = -11. Based on the results shown in 
Fig. 15 the following parameters can be empirically 
estimated: 

0.00336=knnρ , 2.439280.00138 =�= εσ knn

Fig. 15. Time delay estimation between loop 6 and 19  

Because kritεε <= 43928.2 this result can not be considered 
as a reliable estimation of time delay. Regarding the process 
engineering this conclusion is evident. 

5. CONCLUSIONS 

In the present paper, a new method for time delay estimation 
based on k nearest neighbour imputation is validated and 
demonstrated on a simulation and on an industrial example. 
State of the art methods for time delay estimation would have 
failed generally or higher model assumption would have been 
needed. A simple index based on the results of the SISO time 
delay estimation has to be calculated in order to give 
evidence about its quality and repeatability. Aim of future 
research will be to test this threshold even for the MISO time 
delay estimation.   
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Abstract: This paper contains two sections: the first one presents a procedure based on the fuzzy logic 
inference systems, to optimize the GISTEL method in order to estimate the hourly global solar radiation 
with better accuracy.  In the second section, a new algorithm is proposed to predict this same parameter 
depending on clouds tracking and the optimized GISTEL method. 
To demonstrate the efficiency of the optimizing process, a statistical study is done to compare the results 
obtained using GISTEL method to those obtained using the optimized one. In order to validate our 
prediction algorithm, another statistical study is done to show its performance over two forecasting 
horizons. 
Keywords: solar radiation prediction, image processing, optimization, fuzzy inference systems 

�

1. INTRODUCTION 

Today, the development of solar energy technology becomes 
the interest of the most researchers for responding to the 
growing energy needs in the world. Many applications of 
solar energy systems depend on the measurement of solar 
radiation, such as, the control of CSP (concentrating solar 
power) plants and PV (photovoltaic power) plants. However, 
the limited numbers of measuring stations for solar radiation 
are insufficient for use to overcome this problem. Thus, 
during the last two decades, different methods are proposed 
for estimating global solar radiation using Meteosat satellite 
images. One of these methods is GISTEL, which is applied 
in France and in different countries in Africa using B2, HR 
and Meteosat Wefax images (Chaâbane et al.,1996; Ben 
Djemaa et al., 1992).   
The last method exploits the visible images (monospectral 
analysis), but Bachari et al. (2001), presented the importance 
of using bispectral analysis in the evaluation of solar 
radiation. 
Metfi et al. (2008), compared the method GISTEL to SICIC 
(solar irradiation from cloud image classification) and they 
found that the error for the first approach is greater than the 
error for the second one. 
 
Therefore, the first objective of this work is to optimize the 
method GISTEL using fuzzy inference system for combining 
the data extracting from visible images and infrared images 
for the estimation of hourly global solar radiation. 
The second aim is to develop a short-term prediction 
algorithm for solar irradiance data basing on the detection of 
the clouds, the measurement of motion in image sequences 
and the GISTEL method. 
The last goal needs a robust algorithm for the estimation of 
cloud motion field taking into account the semi-fluid 

behavior of clouds. Many approaches are used to compute 
the motion vectors in image sequences, such as Block-
matching algorithm, Pixel recursive algorithms, optical flow 
(Ezhilarasan et al., 2008; Horn et al., 1981). The method 
used in this article based on Block Matching Algorithm 
combined with a best candidate block search, which is 
proposed by BRAD et al. (2002) for Extracting Cloud 
Motion from Satellite Image Sequences.    
The estimation and the prediction results are presented and 
discussed in this work, a comparison between the optimized 
GISTEL and the GISTEL method is done regarding the 
accuracy to demonstrate the efficiency of the optimizing 
process. Another comparison between the results obtained of 
two forecasting horizons (one hour and two hours) is also 
done to show the validity of our algorithm. 

 

2. ESTIMATION OF GLOBAL SOLAR RADIATION 

2.1 GISTEL Method 

GISTEL is a methodology used to evaluate global solar 
radiation using Meteosat visible channel images. In these 
kinds of images, the brightness varies from 0 to 255. The 
minimal value of brightness refers either to the case of clear 
sky or to the clouds shadow and the maximal value of the 
brightness refers to overcast sky. 
However, GISTEL Model is based on comparing the 
brightness of a given pixel with reference value in case of 
clear sky at the same time in order to estimate the irradiation 
fraction (k). So, hourly and monthly reference images 
(Image clear-sky (hour, month)) are constructed to represent the 
case of clear sky for every month of the year using an 
archive of images.  
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To compute the irradiation fraction, we use the following 
rules that classify the weather into three categories of sky: 
clear, partly covered and overcast sky, using the reflection 
coefficient (a), as proposed by Chaâbane et al. (1996), Ben 
Djemaa et al. (1992), Muselli et al. (1998) and Chaâbane et 
al. (2002): 
 
If (a �  amin ) then  k = 1 

If (amin <  a < amax ) then k =                                               (1) 

1- (1-k0) [(a-amin) /   (amax-amin)] 

 If  (a  �  amax ) then k = k0                              

 
The cloud cover index (n) is given by: 
 
n(x, y, h) = (a-amin) / (amax-amin)                                           (2) 
 
amin and amax are respectively the minimum and the 
maximum reflection coefficient, k0 =0.2, These rules 
represent respectively the clear, the partly covered and the 
overcast sky. 
Then the global solar irradiance (G) will be obtained using: 
 
G(x, y, d, h)= k(x, y, d, h).Gc (x, y, d, h)                              (3) 
 
Where Gc is the global solar irradiance in the case of clear 
sky, this value is calculated using the model recognised by 
the WMO (World Meteorological Organization). (1981). x 
and y are pixel coordinates, d is the day and h is the hour. 
Let’s note that in the expression of Gc, are taken into account 
many parameters such as the Linke turbidity factor, the 
angular elevations of the sun and the satellite. 

2.3 Gistel method optimization 

This work focuses on the use of the cloud top temperature 
extracted from infra-red images provided by EUMETSAT to 
optimize the GISTEL method. On these images, the gray 
levels ranging from 0 to 255 and refer to the temperatures 
from -75 to 45 °C. 
To improve the precision of this method, the cloud cover 
index calculated using (2) from visible images and the 
temperature attributed to pixels (T) will be used in a fuzzy 
inference system (FIS) in order to estimate the irradiation 
fraction as shown in Figure 1. 
 

 

Fig. 1. Inference system block diagram. 

Fuzzy inference systems (FIS) have a multidisciplinary 
nature and they have been successfully applied in a wide 
variety of fields, such as automatic control, data 
classification, decision analysis, expert systems, and 
computer vision. There are two main structures of fuzzy 
inference systems: Mamdani-type and Sugeno-type. Here, 
Mamdani's fuzzy inference system (Mamdani et al., 1975) is 
used in order to compute the irradiation fraction from the 
two inputs: the cloud top temperature and the cloud cover 
index. The first step when making up a FIS is the 
fuzzification. 
The cloud cover index varies from 0 to 1, the cloud top 
temperature varies from -75 to 45 °C and the irradiation 
fraction varies from 0 to 1. These three variables were 
fuzzified into Gaussian membership functions as presented 
in figure 2(a, b and c). The inferences are realized by the 
following rule base: 
 
 If (T is small) and (n is very small) then (k is very big)  

If (T is small) and (n is small) then (k is big)  

If (T is small) and (n is big) then (k is small)  

If (T is small) and (n is very big) then (k is very small)  

If (T is big) and (n is very small) then (k is very big)  

If (T is big) and (n is small) then (k is big)  

If (T is big) and (n is big) then (k is big)  

If (T is big) and (n is very big) then (k is small) (4) 
 

As presented in figure 2(d), a non-linear relationship can be 
noticed between the input and output variables. In the 
described fuzzy inference system, the fuzzy rule structure is 
predetermined by the interpretation of the characteristics of 
the variables and the membership functions are empirically 
tuned depending on the data. 
 

 

Fig. 2. Input and output membership functions and the 
decision surface of the FIS. 
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3. PREDICTION OF THE GLOBAL SOLAR RADIATION 

In this section, the interest is a short-term global solar 
radiation prediction depending on GISTEL method and on 
clouds speed estimation. The prediction algorithm is 
presented in Figure 3. In this algorithm, we have to predict 
the global solar radiation at pixel p0 (x0, y0) at the time (t + 
�t), thus, the first step is to estimate the case of sky in the 
studied zone in the future by segmentation of the visible 
image (t) using the cloud cover index. The result is an image 
of cloudy pixels and clear pixels, if the number of cloudy 
pixels is smaller than threshold that means the sky at the 
pixel p0(x0, y0) will be clear at the time (t + �t), else the sky 
will be cloudy and then we must determine the cloud cover 
index and the temperature which will be attributed to the 
pixel p0 at the time (t + �t). For this reason, the next step is 
to compute the motion vectors u and v in order to estimate 
the position of the pixel p1(x1, y1). The clouds at p1 will move 
towards p0 during �t. The coordinates for the pixel p1 are 
given by:  
 
x1=x0-u.�t  
y1=y0-v.�t                                                                             (5) 
 
The last step is to evaluate the global solar radiation G (x0, 
y0, t+ �t) using the following equation: 
 
G(x0, y0, t + �t) = k0 (x0, y0, t+�t). Gc(x0, y0, t + �t)           (6) 
 
Where k0 is given by: 
 
k0 (x0, y0, t+�t) = �. k1 (x1, y1, t+�t)                                    (7)
 
Where �  is a  coefficient taking into account the attenuation 
of k1 and the indices 1 and 0 in this section  refer respectively 
to pixels p1 and p0.The irradiation fraction k1 can be 
calculated by the optimized GISTEL method or by GISTEL 
method as mentioned in the previous section. 
Now, the motion vectors must be estimated correctly to 
obtain a good result of the prediction algorithm. Therefore, 
the block matching algorithm (BMA) combined with a best 
candidate block search is used. 
The basic concept of BMA is to divide the frame into small 
blocks then, the BMA finds the optimal motion vectors 
(MVs) that minimize the difference between reference block 
of the current frame and candidate block from the search 
area of previous frame.  
The SAD is used to match criteria, and is defined as (Liaw et 
al., 2009; Song et al., 2000): 
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In(x0, y0) is the block of the current frame (n) and (x0, y0) is 
the coordinate of its upper left corner. In-1(x, y) is the block 
of the previous frame (n-1) and (x, y) is the coordinate of its 
upper left corner. Each of these blocks is of L×M pixels. But 
in this method, the future evolution of the block is not taken 
into account, thus a big error occurs in the estimation. For 

this reason, (BMA) is combined with a best candidate block 
search (BRAD et al., 2002).  
In the last method, the BMA is applied and a list of the best 
candidates is stored with their scores Sc computed using (8) 
and the Euclidean distance between the reference block and 
the candidate (Cc), for each search region, for each nth 
image pair of the N-1 image pairs in the sequence. 
The Euclidean distance between the reference block and the 
block candidate is obtained by: 

2
0

2
0 )()(),( yyxxyxC ccccc ����   (9) 

 
The criterion used to match the candidates to the reference 
block in the search zone is a cost function of the distance and 
the scores. This function is given by: 
 

cc CpSpCost )1(. ���  (10) 
 
With p is a weigth parameter equal to 0.8. 
The best block match is obtained by minimizing the cost 
function along the N-1 image pairs using: 
 

�
�

�

�
1

1
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N

n
cnCostMatch  (11) 

 
 

 

Fig. 3. Flow diagram of prediction algorithm. �t’ being the 
time interval between two successive images. 
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4. RESULTS AND DISCUSSION 

4.1 Estimation 

The images used in this study are H.R. (high resolution) 
images provided by EUMESAT with precision of 2.5×2.5 
km2 for visible images and 5×5km2 for IR images and the 
time interval between two successive images is one hour.  
The global solar radiation is measured in the University of 
Perpignan (42.700 N, 2.900 E) using CS300 pyranometer 
with precision of 0.01 %, in addition to different 
meteorological variables, such as wind speed, the 
temperature and the humidity. These data can be found 
online at http://eliaus.univ-perp.fr/solaire/mesures/.  The 
data in this work covered the period from 1 April to 31 
October 2009. 
In order to evaluate the accuracy of the optimization method, 
described previously, we use the statistical criteria: the 
Relative Mean Bias Error (RMBE), the Relative Root Mean 
Square Error (RRMSE) and the correlation coefficient(R), 
these indicators are used to evaluate GISTEL method 
(Chaâbane et al., 1996; Ben Djemaa et al., 1992) Table 1.
The smaller values of RMBE and RRMSE and the bigger 
value of R then the better the performance. 
Depending on this rule, the results in Table 1 show a 
significant improvement by using the optimized method.  
The scatter diagrams plotted in Figure 4, present another 
means to validate the optimizing process. In this figure, 
the results of the optimized method indicate a strong 
correlation between the estimated and the measured data (the 
closer the points to the straight line then the stronger the 
correlation). 
 

 

Fig. 4. Scattering diagram of measured and estimated hourly 
solar radiation: a- using optimized GISTEL method, b- using 
GISTEL method. 

Table 1.  Statistical results of comparison between 
measured and estimated hourly solar radiation using 

GISTEL method and the optimized approach.

Method GISTEL Optimized GISTEL 
method 

R (%) 94 97 
RRMSE (%) 16 10 
RMBE (%) 0.9 0.5 

 

4.2 Prediction 

To estimate the clouds velocity the following parameters are 
used in every step of estimation: 
 

 Four visible images, at 15 minutes time interval.  
 Block size equals to  4×4 pixels  
 Research window equals to 8×8 Blocks  

 
In order to evaluate the performance of the prediction 
algorithm, the data were predicted using two forecast 
horizons and we use the statistical indicators presented 
above, RRMSE, RMBE and R, to compare the results. 
Results presented in the table 2, show a good efficiency of 
the prediction algorithm for the two forecast horizons. But in 
the same time, these results are better using a prediction 
horizon of one hour. 
The predicted data compared to the measured ones are 
presented in the figure 5. This figure shows a better 
correlation for a forecast horizon of one hour. 
 

 

Fig. 5. Scattering diagram of measured and predicted hourly 
solar radiation: a- using one hour forecast horizon, b- using 
two hours forecast horizon. 
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Table 2.  Statistical results of comparison between 
measured and predicted hourly solar radiation using one 

hour and two hours forecast horizon

Forecast horizon  One hour Two hours 
R (%) 93 90 
RRMSE (%) 14.63 18 
RMBE (%) 0.8 -1.4 

 

5. CONCLUSION 

In this paper, a procedure was used to optimize the GISTEL 
method basing on the fuzzy inference system. The statistical 
study demonstrated the smaller values of the indicators 
(RRMSE, RMBE) and the bigger value of correlation 
coefficient comparing to the other indicator resulted by using 
GISTEL approach. 
In the second section of this paper, was proposed a new 
algorithm to predict the hourly global solar radiation 
depending on the estimation of the clouds velocity and the 
optimized GISTEL method, and the statistical study which is 
done for two forecast horizons showed the good 
performance of this algorithm. 
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Abstract: In many industrial facilities pump systems play a crucial role. The serve for lubrication 
purposes which are needed in a large share of applications requiring motion, for cooling and for the 
supply of all kinds of fuels for combustion e. g. in power plants. In contrast to this importance, today only 
rather basic diagnosis systems are used in industrial applications. This paper presents some of the results 
of the project which goal is increasing energy efficiency as well as reliability and effectiveness and 
efficiency of service. Earlier work has shown that an integrated approach considering control and 
diagnosis simultaneously is most likely to be adopted by industry due to several reasons. This paper is 
focused on the viewpoint of diagnosis reporting about the developed concept which is relying on a 
hierarchical concept ant the systematic development of diagnostic functions. Here the concept of 
predictive diagnosis is elucidated. A core element of the methods of advanced and predictive diagnosis is 
a mathematical model of the pump system. This model is therefore described in detail.  

Keywords: risk assessment, diagnosis, control, monitoring, pump systems, burner industry 

1. INTRODUCTION

Pump systems play a significant role in whole industry envi-
ronment. They are used in power plants for instance for fuel 
injection system, lubrication or cooling purposes. In techno-
logical processes they are the main driving source of all proc-
esses. Unfortunately until now the majority of pump systems 
in industry are not equipped with diagnosis systems. This is 
even more astonishing if one is aware that the failure of pump 
systems will usually lead to a shutdown of the respective 
industrial facility. This problem is currently tackled by three 
time and cost efficient approaches:

• regularly servicing the pump systems (even if they 
do not yet need it, installing redundant pumps) 
leading to high service costs and shut-down times of 
the industrial facilities,

• installing redundant pump systems leading to in-
creased installation cost and space demand and, in 
the case of hot redundancy, lower efficiency of the 
system,

• and regularly replacing the pumps leading to costs 
and unnecessary waste.

Systems relying on advanced and predictive diagnosis dis-
pose of the potential to dramatically increase the reliability 
and serviceability of technical systems. In order to offer the 
possibility to be implemented in pump systems the strategies, 
methods and tools of advanced and predictive diagnosis need 
to be adapted and refined. For this purpose two Universities 
(Hochschule Ravensburg-Weingarten, Germany and 
Hochschule Rapperswil, Switzerland) together with a leading 
German pump manufacturing company (Allweiler AG) en-

gaged their employees to start research project called “Smart 
Pumps”. The main goal of the project is development of a 
well founded prognosis of future control and diagnosis tech-
nologies for intelligent pump systems. 

An in-depth investigation (Kleinmann et al. 2009) showed 
that a large increase of the application rate of control and 
diagnosis systems in industry can only be realized if a 
modular system can be created which will connect three fun-
damental functions of the optimization in order to increase 
reliability and serviceability: control, monitoring and diagno-
sis. Especially the last function shows wide field of research, 
when it is based on self-learning the typical behaviours in the 
pump system. The successful application of advanced and 
predictive diagnosis in whole system could lead to early fault 
detection and identification like e. g. cavitation which occur-
rence causes loss of pump efficiency and damage of me-
chanical parts and integrity of the pump.

In the next section the notions diagnosis, advanced diagnosis, 
predictive diagnosis, control and monitoring are briefly ex-
plained. The third section presents the hierarchical concept 
for monitoring, control and diagnosis. The system model is 
discussed in the fourth section. Section five describes the 
systematic development of diagnostic functions. 

2. CLARIFICATION OF NOTIONS 

2.1  Diagnosis, Advanced Diagnosis

Diagnosis is usually understood as the process of estimating 
the object condition. Diagnosis is carried out by the 
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estimation of important parameters and the determination 
what should be done in case when faults occur. Over the last 
three decades, the growing demand for safety, reliability, and 
maintainability in technical systems has drawn significant 
research in the field of diagnosis. Since more than two 
decades methods of advanced diagnosis were developed 
which are usually characterized by the application of some 
kind of model of the system which is to be diagnosed. Such 
efforts have led to the development of many techniques; see 
for example the most recent survey works (Blanke et al.   
2006, Isermann 2005, Witczak 2007, Zhang and Jiang 2008, 
Korbicz et al. 2004). The application of a collection of these 
techniques gathered in one system (AmandD - Koscielny et 
al. 2006) was analyzed by Dabrowska und Kleinmann 
(2009). For fault compensation in general fault tolerant 
control methods are proposed which can be classified into 
two types, i.e. Passive Fault Tolerant Control Scheme 
(PFTCS) and Active Fault Tolerant Control Scheme 
(AFTCS) (Blanke et al. 2006, Zhang and Jiang 2008).

2.2  Predictive Diagnosis

The term “predictive diagnosis” is in contrast to “predictive 
control” rarely used in the technical domain (it is widely used 
e. g. in medicine). One example for the usage of this term is 
the presentation of an automated system for fault diagnosis 
based on vibration data recorded from an main power 
transmission (Diwakar et al. 1998). For pump systems 
predictive diagnosis (essentially in the meaning of failure 
detection and identification before these failures even occur) 
presents a promising field of research. Five main problems in 
the operation of pumps bear the possibility to be identified 
early:

• wear of the seals leading firstly to increased leak-
age and finally to system failure;

• wear of the surfaces for flow or pressure genera-tion 
(e. g. the spindles of screw pumps) leading to back 
leakage, reduced efficiency and finally to system 
failure;

• changes of the viscosity of the hydraulic medium, e. 
g. as a consequence of degradation leading to 
changed operation conditions, reduced efficiency 
and power (if a pump system was optimized with 
regard to a certain viscosity) and in extreme cases to 
destruction of the pump;

• agglomeration of particles in the hydraulic medium 
usually as a consequence of wear of elements in the 
hydraulic circuit leading to increased wear of the 
seals and the surfaces for flow or pressure 
generation;

• vibration which could be caused from high air 
content for lube oil applications or system suction 
conditions which does not allow operating the pump 
according to NPSH required. 

Pumps are usually part of larger systems. A failure of the 
larger system which is caused by a failure of a pump usually 
leads to enormous consequences in terms of cost of idleness 
(e. g. of a whole power plant). Therefore preventive 
maintenance is desirable for industrial pumps; however such 

preventive maintenance today is aggravated by the fact the 
up-coming failures can usually not be detected. The only 
preventive maintenance systems possible are time based but 
not state based. A predictive diagnosis system would allow 
scheduling maintenance and service in dependence of the 
current state of a pump (wear of seals and surfaces) and the 
state of the medium (viscosity, agglomeration of particles).

2.3  Control

The term “control” names activities intended to manage, 
command, direct or regulate the behaviour of devices or 
systems and has been the core of extensive research for many 
decades. In recent years the techniques of predictive control 
have found rising attention (compare e.g. Camacho&Bordons 
2008). Predictive control usually relies on dynamic models of 
the process, most often linear empirical models obtained by 
system identification.  In the area of pump systems predictive 
control can pursue three different objectives:

• smoothing changes of system states,
• better coordination of multiple pumps and
• evaluating decision alternatives.

2.4  Monitoring of Operation Data

The notion monitoring summarizes all kinds of systematic 
observation, surveillance or recording of an activity or a 
process by any technical means. In the area of pump systems 
monitoring could be understood as a systematic collection of 
data concerning the state of certain physical (usually 
hydraulic or electrical) characteristics such as flow, pressure, 
temperature, viscosity, vibrations, torque, velocity, currents, 
voltage, current gradient, velocity gradient, etc. In leading 
industries such as computer chip production or car 
manufacturing today usually nearly all operation data of the 
productions systems are being monitored for the three main 
reasons safety, efficiency and planability:

• The safety of production systems can be enhanced 
because a reliable safety system with a fast 
reaction can be realized on the basis of a real-time 
monitoring system. The role of coincidence for 
detecting possibly dangerous faults is diminished 
if a continuous monitoring is in place.

• The efficiency of production systems can be 
enhanced because any kind of waste (of energy, 
time and production goods) will be detected and 
can subsequently be prevented or reduced.

• The planning possibilities and planning quality 
can be enhanced if accurate data from a real-time 
continuous monitoring system are available as 
realistic prognosis is enabled by such data.

Such monitoring of pumps is currently not realized but could 
be an additional function of a control and diagnosis system. 

3. HIERACHICAL CONCEPT 

As reported before that a large increase of the application rate 
of control and diagnosis systems in industry can only be 
realized if a modular system can be created which will 
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connect three fundamental functions of the optimization in  
order to increase reliability and serviceability: control, 
monitoring and diagnosis. This modular system needs to be 
integrated in the IT-infrastructure of the industrial facility. In 
connected work a hierarchical concept including an advanced 
monitoring, control and diagnosis system (MCDS) was 
proposed (Kleinmann et al. 2000). Figure 1 shows a proposal 
of a sensible hierarchy of the levels of these information 
systems in form of a pyramid.
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CONTROL SYSTEM
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Fig. 1. Hierarchical information system structure for pump
systems.

On the highest level the Enterprise resource planning (ERP) 
system can be found. It is not present in all kind of 
enterprises and is sometimes referred to with different names 
in the area of pumps. The main function is always the same: 
this level concerns the planning of the entities to be produced 
(e. g.  amount of heat in burner applications, amount of 
energy of power plants) on a not time-critical level. On the 
next lower level the production of these entities is executed 
by a plant control system which fulfils similar tasks than a 
Manufacturing Execution System (MES); in current pump 
applications a number of names is given to these systems. 
Some-times the two highest levels are realized in only one 
system.

On the next level is the first core of the proposed concept –
the monitoring, control and diagnosis system (MCDS) for a 
section of a hydraulic system usually including a number of 
pumps. Hydraulic systems usually contain more than one 
pumps e. g. for reasons of redundancy or high pressure which 
cannot be easily realized with only one pump. The lowest 
level is called extended product. In industrial applications 
frequently pumps are used in combination with an electrical 
motor. Such components are the basis for this level named 
”extended product”. This notion means the pump in 
combination with a appropriate electrical motor, the 
necessary electronic equipment to use this motor (frequency 
converter, …) and the control systems which may be 
delivered with this package. On this level the real-time 
control has to take place and the most important safety 
functions should be realized on this level for the sake of a 
quick reaction. 

4. SYSTEM MODEL 

Currently, there are many designs of pump systems, 
depending on type, capacity and especially on further 
application. A detailed analysis of many different factors, like 

market requirements and extending knowledge, moved 
project into direction of research focused on three screw 
spindle pumps SPF in burner industry application. As a 
technical challenge, this application creates also many 
interesting aspects for further applications. A sensible level of 
investigation is the so-called “extended product”, composed 
from pump, asynchronous motor with frequency converter 
and consumer part (process load). Each of these components 
must be taken into consideration for modelling this system. 
Each of the model blocks was modelled separately in 
Matlab/Simulink and later the blocks were connected into an 
overall system (Figure 2). The motor speed n2 is the input to 
the pump system block and the torque load from the pump 
side Mload is the input to the motor converter system block. 
The theoretical flow rate Qact from the pump is the input to 
the consumer system block and the required pressure p is the 
input to the pump system block. These three components are 
described in the following sections. 

Fig. 2. Overall pump system.

4.1  Motor model

Because of good dynamic, the so-called vector control 
methods of asynchronous motors are widely used in 
industrial circuits where the control quality is the determining 
factor in the whole technological process. In this research 
project the vector method called DTC (Direct Torque 
Control) invented by Takahashi and Noguchi (1985) was 
used. Concerning the principle of control this method is 
based on the control of flux and torque. Set values of stator 
flux and electromagnetic torque (exit of speed regulator)
compared with real, measured values of suitable signals, are 
transmitted to the nonlinear comparators. Optimal switches 
are tabulated in the memory addressed  by the state of two-
level comparator  of main flux regulation  and three-level 
torque comparator, depending on the sector N(π/3), which in 
flux vector ΨM currently is. The use of switching table for 
voltage vector selection provides fast torque response, low 
inverter switching frequency and low harmonic losses 
without the complex field orientation by restricting the flux 
and torque errors within respective hysteresis band with the 
optimum selection being made. 
The DTC scheme is much simpler than other vector control 
methods due to absence of coordinate transformation between 
stationary frame and synchronous frame and PI regulators. It 
also does need the PWM (Pulse Width Modulation). 
The motor model is equal (the same parameters) to the real 
asynchronous motor with nominal power Pn= 2.2kW and 
nominal angular velocity nn= 1415rpm. This motor control 
model has good results in static and also in dynamic states.
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4.2  Pump model 

Beside the main goal of this project, it is intended to achieve 
also additional scientific benefits. One of the most important 
is the creation of a dynamic model of the three screw spindle 
pump. Unfortunately, scientific literature and research not 
contain many descriptions concerning three screw spindle 
pumps (in contrary to other pump types). Because of the lack 
of a mathematical model of these pumps, the model which 
was realized also in Matlab/Simulink will produce the desired 
output from the given input merely based on rather basic
mathematical equations prepared by employees of Allweiler 
AG. This means that the present model of the pump is not yet 
a real dynamic model. Currently, the project team is working 
on the validation of the existing model in the real test field 
and on the expansion this model to the dynamic 
considerations.
SPF pump system model contains four main important 
(calculation) blocks:

• the theoretical flow rate Qth ,
• leakage loss Qv ,
• the theoretical power Pth ,
• the friction power Pr  .

The actual flow rate Qact, total power consumption Pact, the 
volumetric- ƞvol , the mechanical- ƞmech  and the pump 
efficiency ƞpump  are merely calculated from the model blocks
mentioned above.

4.3 Process load 

Screw pumps have been used in many different application 
domains what result in variety of construction, from a simple 
load to an extensive system. 
The model is built with using such components by means of 
which it can be easily combined to build almost every model 
of a process load. The main library in the model consists of 
five standard hydraulic parts of process load like a pipe, a 
pipe bend, a regulating valve, a y-pipe and a nozzle and 
creates possibility to model each part individually and also 
allow observing conditions between components. Using a 
simple user interface, each component model can be 
parameterized and adjusted according to the real component 
properties. The y-pipe is the only component with one inlet 
point and two outlet points. Depending on the hydraulic 
resistance on the outlet points the y-pipe divides the 
incoming medium to the outlets in the correct way. For 
example if the regulating valve produces more resistance to 
the return thread in the tank, so the largest amount of fluid
will pass through the nozzle.
Based on the actual flow rate Q of the pump, the simulation 
program calculates the whole back pressure of the system 
∆ptot that will affect the pump in different ways. Each load n
calculates its pressure loss ∆pn by the actual flow rate Q and 
passes the actual incoming flow rate Q to the next component 
in the chain. Furthermore each load element adds to the own 
pressure loss ∆pn the pressure loss of the successive 
component ∆pn+1. Consequently the first component in the 
chain directly after the pump contains the total back pressure 
∆ptot=∆pn+∆pn+1+∆pn+2 on the pump.

The flow velocity w of the fluid is a linear function of the 
flow rate Q as described in equation (1). This also depends on
physical properties such as the diameter of a pipe.

bQw ⋅= (1)
The pressure loss ∆p depends on the fluid flow velocity w, 
the friction factor ζ and the density ϱ of the fluid passing 
through a component. The pressure loss can be calculated 
using equation (2).

2

2
wep ⋅⋅=Δ ζ (2)

The friction factor ζ  varies in function to the component 
geometry as well as the viscosity of the medium and 
accordingly its temperature. This factor can be derived by a 
calculation, in the simple case of a straight pipe, or can be 
obtained in an empiric way for components with a 
complicated inner construction. This model was developed 
on basis of the equations and empiric deviations described in 
literature (Bohl et al. 2008). The roughness of the interior 
wall surface as well as hydrostatic effects has also been taken 
in to account in the calculation. 
The mathematical model of the process loads previously 
described has been implemented in Matlab/Simulink. Each 
component model has been designed in a similar way.  It 
consists of an input Q for the incoming flow rate, an output Q 
for the successive component, an input p for the pressure loss 
of the successive component and an output p to give back the 
pressure loss to the previous component. The equations have 
been implemented graphically and structured using sub-
functions. An overview of the system is for the sake of 
readability given in Appendix A.

5. SYSTEMATIC DEVELOPMENT OF DIAGNOSTIC 
FUNCTIONS

The scientists involved in the project, together with expert 
from Allweiler AG and lead user experts from another 
company developed a table of possible diagnostic functions 
in the pump system called “Risk-table” in order to be able to 
systematically explore the diagnosis possibilities. A short 
fragment of this large table is for the sake of readability 
included in this publication as Appendix B (without 
columns). Currently, the table discerns eleven different 
possible fault groups which can occur in the process load part 
of the system, e. g. pump break, oil leak, empty oil tank or in-
coming air in to system.

The table presents the results of a systematic analysis of  the 
possible occurrence of faults in the process load (burner 
application), their detection and their localization 
possibilities. The goal of this analysis is to research the best 
possible sensor combinations and locations which guarantee 
the best diagnosis of system (Figure 3). However, as the 
fundamental principle of this analysis the pump itself is taken 
as a main sensor in the system (actuator as sensor – this is 
possible using the methods of advanced diagnosis). To get 
better results also virtual sensors were applied and real 
sensors localized in different, strategic places in the system. 
The table shows exactly how many faults can be 
distinguished during one sensor combination and precisely 
indicate how the fault is localized in the process load part. 
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5.1 Systematic Development of Diagnostic Functions 

The project behind the presented research is aimed at 
developing a long time perspective for the monitoring, 
control and diagnosis of pump systems. It is therefore 
desirable to cover a large field of possible solutions for these 
three general application types and to be aware of “white 
fields”, i. e. possible applications in this field which will no 
be covered. Therefore a two-sided approach was chosen. On 
the one hand it was systematically determined which 
strategies, methods and tools are available or currently 
researched. For this purpose concise literature surveys (e. g.
Blanke et al.   2006, Isermann 2005, Witczak 2007, Zhang 
and Jiang 2008, Korbicz et al. 2004) and certain systems 
(e. g. AmandD - Koscielny et al. 2006) were analyzed. Some 
results are reported in Dabrowska&Kleinmann 2009. On the 
other hand possible functionalities were systematically
collected by means of a so-called “risk-table”. This table is 
described in the next section.

Fig. 3. Possible sensor S combinations and fault F
occurrence in the process load part.

5.2 Explanation of the “Risk-table”

Technical faults in industrial processes create the danger of 
system break down and expose the industry for additional 
costs. According to this conditions, were created “Risk-table” 
which distinguish possible fault appear during functioning of 
pump system in the burner industry. Additionally, were 
analyzed, what kind of system behaviour appear during 
incorrect principle of operation in the system and what are 
the consequences of given faults occurrences. 

By means of this table it is shown the best possible 
configuration of sensor replacement in the process load for 
typical burner application. Currently, it is taken into 
consideration leakage pressure and his changes. Table give 
specific information what kind of fault could be hidden 
behind the typical system behaviour. For example, through 
pressure decrease is possible to detect pipeline rupture or 
clogged pipeline when value of this signal is increasing. By 
expanding this table for different strategic signals in the 

pump system, like flow or speed, it is possible to increase the 
precision of applied diagnosis. 

Up to this time, presented table is prepared on the base of
complete burner simulation model in the Matlab / Simulink 
environment.   System can be diagnose in regard to diagnosis, 
by using signal threshold examination or taking inlet real 
pump parameters which are put in the simulation and make 
comparison the several output in the model with the sensors 
in the real system.

Currently, project team is working on real stand-up to 
compare accuracy of the results given by simulation model 
with real technical units. The challenge is to adjust every part 
of the simulation model to get the same behaviours which 
appear in the real system. Additionally, necessity is to make a 
deep and exact research of signal changes. Therefore the 
systematic work with the risk table is first step to prepare a
fault identification and localization in the system. In the next 
steps this system will be expanded using predictive diagnosis
and focusing on the state of the pump as well as the driving 
electrical motor and its frequency converter.
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Evaluation Scheme of Task Allocation in Mesh Connected  
Processors with Metaheuristic Algorithms 
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Abstract: This paper focuses on applying three metaheuristic local search algorithms to solve the 
problem of allocating two-dimensional tasks within a two-dimensional processor mesh in a period of 
time. The objective is to maximize the level of mesh utilization. To achieve this goal we adapt three 
algorithms: Tabu Search, Simulated Annealing and Random Search, as well as we design an auxiliary 
algorithm Dumb Fit and adapt another auxiliary algorithm named First Fit. To measure the efficiency of 
the algorithms we introduce our own evaluating function called Cumulative Effectiveness and a 
derivative Utilization Factor. Finally, we implement an experimentation system to test these algorithms 
on different sets of tasks to allocate. Moreover, a short analysis based on results of series of experiments 
conducted on three different categories of task sets (small tasks, mixed tasks and large tasks) is presented. 
Keywords: Task allocation, algorithm, meta-heuristic, mesh structure, experimentation system. 

�

1. INTRODUCTION 

Recently, processing with many parallel units is gaining on 
popularity very rapidly. It is applied in various environments, 
ranging from multimedia home devices to very complex 
machine clusters used in research institutions. In all these 
cases, success depends on a wise task allocation e.g. 
Koszalka (2006), enabling the user to utilize the power of a 
highly parallel system. Research has shown, that in most 
cases, parallel processing units give only a fraction of their 
theoretical computing power e.g. Buzbee (1983) and 
Kasprzak (1999), which is a multiplication of the potential of 
a single unit used in the system. One of the reasons for this is 
high complexity of task allocation on parallel units. 

Meta-heuristic algorithms have been invented to solve a 
subset of problems, for which finding an optimal solution is 
impossible or far too complex for contemporary computers. 
Algorithms like Tabu Search invented by Glover (1989) and 
Simulated Annealing proposed by Kirkpatrick (1983) and 
developed by e.g. Laarhoven (1987) and Granville et. all 
(1994) are among the most popular. They are capable of 
finding near-optimum solutions for a very wide range of 
problems in a time incomparably shorter than the time that it 
would take to find the best solution, e.g. Glover and 
Kochenberger (2002). 

We decided to adapt three main algorithms for solving the 
allocation problem: the aforementioned – Tabu Search and 
Simulated Annealing as well as a simplified local search  –
Random Search used for comparison. In our approach, we 
decided that we would use also an existing solution for task 
allocation on processor meshes – the First Fit algorithm.  The 
difference from typical approach is that it is not used as a
solution by itself, but only as an algorithm to help evaluate 

the results of the three main algorithms (in each iteration). In 
our product we actually use two incarnations of the First Fit 
algorithm, see Goh and Veeravalli (2008). We consider one 
which is here named First Fit – it is the simplest form of First 
Fit and one which is here named Dumb Fit – it is actually a 
richer form of the classical First Fit, which enables 
reorganization of the task set. Our Dumb Fit is also used to 
generate results that we use as reference when examining the 
efficiency of the main algorithms. Finally, we had to invent 
an evaluating function for the main algorithms. We called it 
Cumulative Effectiveness. The function and its derivative 
Utilization Factor are further explained in following sections 
of the article. To examine our solutions’ efficiency in various 
conditions (mesh sizes, task sizes, task processing times etc.) 
we implemented an experimentation system. It gives many 
possibilities to generate task lists, conduct series of tests and 
to save their results. 

The rest of the paper is organized as follows. Section 2 
exactly defines the problem to be solved, Section 3 describes 
the considered algorithms and pointed out their roles, Section 
4 describes the experimentation system. In Section 5 the 
results of investigations are discussed. Finally, in Section 6 
appear conclusions and final remarks. 

This paper is a development of our previous research 
published in Kmiecik (2010). We have created a new version 
of algorithms, upgraded our experimentation system and 
conducted new, more detailed experiments. 

2. PROBLEM STATEMENT 

2.1  Basic Terms

A node is the most basic element which represents a 
processor in a processor mesh. It is a unit of the dimensions 
of a mesh, sub-mesh or task. Such node can be busy or free. 
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A processor mesh, which thereafter will be simply referred 
to as ‘mesh’, is a 2-D rectangular structure of nodes 
distributed regularly on a grid. It can be denoted as M (w, h,
t), where w and h are the width and height of the mesh and t
is the mesh lifetime. The value of t may be zero or non-zero. 
A zero value means that the mesh will be active until the last 
task from the queue is processed. This value also determines 
the choice of evaluating function, which will be further 
explained later in this article. 

A position (x, y) within a mesh M refers to the node 
positioned in column x and row y of the mesh, counting from 
left to right and top to bottom, starting with 1. 

A sub-mesh S is a rectangular segment of a mesh M – a
group of nodes, defined in a certain moment of time, denoted 
as S(a, b, e, j) with its top left node in the position (a, b) in 
the mesh M, and of width e and height j. This entity, as a 
separate being, has only symbolic value. If a sub-mesh is 
occupied, it means that all its nodes are busy. 

Tasks, denoted T(p, q, s), are stored in a list. All the contents 
of the list are known before the allocation. Tasks are taken 
from the list and allocated on a mesh. There, they occupy a 
sub-mesh S of width p height q for s units of time (thus s is 
their processing time). 

Fig. 1.  A sample depiction of a mesh with 5 allocated tasks. 

A mesh in a certain moment of time – M(w, h, t1), can be 
depicted as a matrix of integers, where each number 
corresponds to a node. Zero can be denoted as a X and it 
means a free node. Non-zero numbers (same for a sub-mesh 
processing one allocated task) indicate a busy node, their 
value is the time left to process the task. Such depiction is 
portrayed in Fig. 1. There, we can see five various tasks 
allocated on a small mesh. 

2.2  Evaluation Functions

The main evaluating function introduced is the Cumulative 
Effectiveness (1). Knowing it and the parameters of used 
mesh we can count a more self-descriptive factor: the Usage 
Factor (2). In (1) pi qi and si are width, height and processing 
time of the i-th of n processed tasks. In (2) w, h, t are width, 
height and time of life of the used mesh. 
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A task, as well as a mesh can be treated as 3D entities when 
we assume that time is the third dimension. Then CE function 
is the cumulative volume of all allocated tasks and U is the 
percentage of mesh’s volume used by the processed tasks. It 
allows us to easily and objectively determine how much of 
the mesh’s potential was “wasted” but how much utilized.

The creation of the CE function and derivative U factor is 
based on assumption that a company, using a processor mesh, 
has a set of tasks to process on their equipment, which 
exceeds the number of tasks possible to process in one atomic 
period of time (mesh’s lifetime, e.g. a day), in the beginning 
of which a single allocation process is conducted. In such 
case it is essential to utilize as much of the mesh’s power as 
possible – this would make its work most effective. 

But there is also another approach, to testing allocation 
algorithms, in which we assume that lifetime of the mesh is 
unlimited, and it is desired to process all tasks in the list as 
soon as possible. Then, as the evaluating function, the Time 
of Completion (3) is introduced. In (3) tfin is the moment of 
time, since the start of processing, when the last of all tasks 
has been executed. 

fintT � (3) 

This factor can only be used for comparing algorithms, not 
for objectively evaluating their efficiency.  

3. THE ALGORITHMS 

3.1 Basic Ideas 

In the paper, we implemented three meta-heuristic local 
search algorithms as the main algorithms: SA – Simulated 
Annealing explained e.g. by Laarhoven (1987), TS – Tabu 
Search explained e.g. by Glover (1989), RS – Random 
Search (not to be confused with simple evaluating of a 
random solution), explained in Kasprzak (1999). All of them 
work for a number of iterations. In each iteration, they 
operate on a single solution and its neighbourhood and 
evaluate the results. Fig. 5 shows the process of a single 
experiment with a main algorithm. 

A solution is defined here as a permutation of tasks to be 
allocated, stored in a list. Such permutation is to be found 
using one of two atomic algorithms (First Fit and Dumb Fit)
and calculating one of the evaluation functions (the index of 
performance) explained above. 

There are also various kinds of neighbourhood to be explored 
by the main algorithms. We implemented two of them: insert
and swap. In case of the first one, a neighbouring solution is 
found by taking one element of the permutation and putting it 
in some other position. In case of the second one, two 
elements are taken and their positions are swapped. 

The success level for each of the 3 main algorithms highly 
depends on the instance of the problem (mesh’s and task’s 
dimensions and life/processing times) as well as on 
algorithms’ specific parameters, the atomic algorithms used 
to initiate them as well as those used during their work. 
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3.2 Random Search (RS) 

RS is the simplest local search algorithm. In each iteration, it 
finds a new solution (calculating the chosen index of 
performance) from the neighbourhood of the current one.   

In the next iteration, the new one becomes the current one 
and the process continues. In RS there are no additional 
parameters except for the number of iterations. This 
algorithm is highly resistant to local minima but it does not 
improve certain solutions too precisely. 

Fig. 2. Block-diagram of RS chain algorithm. 

3.3 Simulated Annealing (SA) 

SA works in a more complex way. Its main parameters are 
initial and final temperatures. During the course of its work 
the temperature drops (logarithmically or geometrically). In 
each iteration, a random solution from the neighbourhood of 
the current one is found and evaluated. When the temperature 
is high there is high probability to accept the new solution as 
the current one, even if it is worse. When the temperature is 
low only these solutions are accepted as new current ones 
which are better. Such approach makes this algorithm 
resistant to local minima in the beginning and precisely 
improving a current solution in the end, going down to the 
nearest local minimum. 

Fig. 3. Block-diagram of SA chain algorithm.

3.4 Tabu Search (TS) 

Our implementation of the TS algorithm is similar to the SA 
algorithm with low temperatures, except for the fact that it 
does not accept a new solution as the current one, if the same 
solution is in the taboo list. Whenever a new current solution 
is set it is added to the taboo list. The taboo list has limited 
length which is the main parameter of the algorithm. This 
algorithm is forced to leave the vicinity of a local minimum. 
This vicinity is limited by the length of the taboo list. At the 
same time TS tries to precisely improve a current solution.  

Fig. 4. Block-diagram of TS chain algorithm. 

3.5 Atomic Functions 

The atomic algorithms that we use are: FF – First Fit and DF 
– Dumb Fit. Their block-diagrams were presented in our 
previous paper – Kmiecik (2010). 

The FF takes a solution and does not modify the  order of 
task permutation. It scans through the mesh from top to 
bottom, left to right. If it encounters a free node, it checks 
whether there is enough  free nodes right from it and below it, 
to allocate the first task from the list. If this try fails, it rotates 
the first task from the list by ninety degrees and tries to fit it 
again. If it succeeds, the task is taken from the list, a 
corresponding sub-mesh is allocated and the algorithm keeps 
scanning the mesh and tries to allocate next tasks until the 
mesh ends. This process is repeated in each moment of 
mesh’s lifetime or until the last task is allocated (if mesh’s 
lifetime is not limited). 

The DF algorithm works very similarly to FF, except for the 
fact, that upon encountering a free sub-mesh, it does not limit 
itself to trying to allocate only the first task from the list, but 
tries each of them. Therefore, it can modify the permutation.

During DF or FF algorithm’s work, the appropriate 
evaluating function value is calculated and then it is returned 
to the one of the three main algorithms that is currently 
performed. 
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3.6 Concept of chain algorithms 

Large number of parameters  of algorithms and problems 
with representing such structure inspired us to create chain 
form of metaheuristic algorithms. The idea of chain 
algorithms is showed on Fig. 2,3 and 4. Consistently we use 
them in our work, for example in batch files, where 
algorithms are defined by chains of parameters:  

RS 30000 insert Dumb_Fit Dumb_Fit 
TS 15000 100 swap First_Fit Dumb_Fit  

4. EXPERIMENTATION SYSTEM 

Our goal was to design such simulation environment that 
would be able to evaluate all combinations of parameters for 
various problem instances. As a result we have developed a 
GUI application, written in the C++ language using QT 
framework, with various abilities to read parameters for the 
experiments and to write their results. The created application 
named CATAM can be run under Microsoft Windows OS. It 
has two main working modes - Single Experiment and 
Command Line Mode. 

Experiment design: 
1 Task parameters 
1 Mesh parameters 
1 Main allocation algorithm used 
1 Atomic algorithm for generation of a initial solution 
1 Atomic algorithm for evaluating a solution 
1 Inner parameters of allocation algorithms used 
1 The number of iterations 

Initialization 
Generating initial solution 
Loop of the algorithm for a given number of  iterations: 

1 Getting a new solution from the neighborhood 
1 Solution processing and evaluation 
1 Comparison of the result with the best solution 

Returning the results 

Fig. 5.  A single experiment concept. 

4.1 Input Variables 

Generally, in all modes of operation, our software allows the 
user to set certain input parameters. First group of them
defines the problem. It allows the user to choose ranges of 
dimensions (p, q) and processing times (s) for the tasks and 
the task-list length. The user can also define the size and 
lifetime of the mesh: w, h, t. All the parameters from the first 
group allow the program to randomly create a task-list and 
define a mesh, which, together, form a problem instance. 
The other group consists of specific parameters of the chosen 
algorithm like: the number of iterations, initial and final 
temperatures for SA, temperature profile for SA, taboo list 
length for TS, etc. Specifying both groups of parameters 
makes it possible to solve a predefined problem with a 
chosen, configured algorithm. 

4.2 Single Experiment Mode 

It allows the user to specify all the parameters easily without 
using an input file and to watch the algorithm work (it’s 
progress and Usage factor value is shown). This mode is 
created to give the user a possibility to check how 
metaheuristic algorithms respond to different parameter sets. 

4.3 Batch  File Mode 

This mode is the preferred one for running a series of 
experiments for a certain research. It allows the user to 
specify path to a file with a pre-designed test series so-called 
multistage experiment design, see Pozniak-Koszalka (2006). 
Such file begins with a set of parameters defining the 
problem instance. Also the number of repetitions for each test 
is specified. When using the command line mode, the user 
can create a batch file (.txt) for a series of series of tests. 

4.4 Outputs 

For a single experiment (see the last module in  Fig. 4), in 
either execution mode, an output file contains a line with 
used parameters for the experiment and lines showing 
Cumulative Effectiveness and Usage Factor values for each 
experiment.

5. RESEARCH 

5.1  Experiment Design

Firstly, a preliminary experiment for finding the best 
parameters for each considered metaheuristic algorithm, was 
carried out. Then, three distinct cases were checked for 
different  categories of tasks, including relatively small tasks 
(as compared with the mesh size), big tasks, and mixed tasks 
(a composition of small and big tasks). In each test, an 
obtained result with Dumb Fit was used as a level of 
reference..  

Table 1. Experiment Design 

Parameter
Test

Mixed tasks Small tasks Large tasks

p 2÷12 2÷6 6÷12

q 2÷12 2÷6 6÷12

s 2÷12 2÷6 6÷12

w 12 50 12

h 12 50 12

t (task-list length
when t=0) 1000 0 (1000 tasks) 1000

tested algorithms SA, TS, RS SA, TS, RS SA, TS, RS

evaluating 
algorithms FF FF FF

initiating 
algorithm DF, FF DF, FF DF, FF

evaluating 
function CE T CE

neigbourhood swap, insert swap, insert swap, insert
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5.2  Preliminary Experiments

First of our preliminary experiments was to find more 
effective neighbourhood. Results are shown in Fig. 6 : 

Fig. 6. Performance of the metaheuristic algorithms for swap 
and insert neighbourhoods. 

Swap neighbourhood gives better results than insert. For both 
Random Search and Tabu Search difference was 3% and for 
Simulated Annealing it was 1% Usage factor. 
After analysis of the results of other experiments we observed 
that: 

1 30000 should be chosen as number of iterations for the 
algorithms. Above that number results are improving very 
slow, but time of processing increases linearly. 
1 The best atomic algorithm for setting a list of tasks for RS 
and TS algorithms is Dumb Fit (3% better results than First 
Fit). For SA algorithm First Fit gives better results (0,2%) 
than Dumb Fit. 
1 We chose First Fit as fitting parameter, because Dumb Fit 
gives better results (4%) but also increases the time of 
processing by over 1000%. 
1 For SA algorithm the best parameters were : geometrical 
temperature profile and initial temperature T=250. 
1 For Tabu Search algorithm, the best Tabu List length was 
1500.

5.3 Mixed Tasks

In this case almost all tests were performed for 30000 
iterations (except for a few with 5000 iterations) for all main 
algorithms for the same task set. For tests in which DF was 
the evaluating algorithm, which significantly increases 
evaluation time, 5000 iterations were tested. The aim was to 
keep all algorithms running for about 100 seconds. Each test 
was repeated 100 times and the mean values are used below 
unless it is specified otherwise. The evaluating function used 
was CE which allowed counting the Usage Factor. 

Results obtained: 
(i) the best result: SA, swap,  
   evaluation function FF,  

    initial temperature=250, geometrical profile  
   U=84.05%, 
(ii) the difference between the best result and the result 
obtained by DF is 9,64%. 

Fig. 7. Performance of the metaheuristic algorithms and 
Dumb Fit for mixed tasks. 

Observations: 
It may be observed, after analysis of the results of series of 
experiments, that: 

1 SA algorithm performed best outperforming TS, RS 
and single DF execution (see Fig. 7).

1 The main factor affecting the effectiveness of SA 
was the initial temperature.  

1 It is a good idea to use DF as a generator for the 
initial permutation in the main algorithms. 
Nevertheless, this does not apply to SA: mean U
value for the same settings, for SA (T0=250, swap
neighbourhood) starting from a random permutation 
was 84.05%, but when starting from the permutation
generated by DF it was 83.86%.  

5.4  Small Tasks

In this case we decided to use the second evaluating factor T
expressed by (3). It is less productive than (1) but still allows 
comparing the algorithms and gives much better ability to 
spare experimentation time. It is so, because for a large mesh 
and small tasks it would be needed to process a huge list of 
tasks, so as not to run out of them in e.g. 1000 units of 
mesh’s lifetime. This would make a series of experiments 
very long to conduct in our conditions. Moreover, due to 
semi-random characteristics of the tested metaheuristic, ones 
that started from a random solution and did not use FF for 
evaluation, gave even worse results, e.g. SA, in such case, 
gave a result of  T=124. 

Results obtained: 
(i) the best result:  algorithms SA/TS/RS: T=98, 
(ii) the difference between the best result and FF: 0. 

These experiments also gave a conclusion, namely one, 
saying that using metaheuristic algorithms for allocating 
small tasks does not make sense. Tasks are here small 
enough, in comparison to the size of the mesh that the FF 
algorithm manages to fit a task from the list into almost every 
free sub-mesh. Therefore, even metaheuristics based on FF’s 
cannot achieve any better result (example plot in Fig. 8).  
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Fig. 8. The values of current and best results for small tasks. 

5.5 Large Tasks 

In this case, achieved results and behavior of algorithm were 
very similar to the general case of mixed tasks (we also used 
the same scheme of testing as then). The achieved result of 
the winning algorithm was marginally better (U=85.44).
Also, as in the case of mixed tasks, SA algorithm was the 
best and the same parameters (as for mixed case) caused the 
best performance. 

Fig. 9. Performance of the metaheuristic algorithms and 
Dumb Fit for big tasks. 

Results obtained: 
(i) the best result: SA, swap,  
     evaluation function: FF,  
     initial temperature= 250, geometrical profile 
     U=85.44%.
(ii) the difference between the best result and the result 
obtained by DF is 19.94%.

6. CONCLUSIONS 

In the paper, there are described and discussed: (i) three 
implemented metaheuristic local search algorithms for task 
allocation on a processor mesh and two algorithms for 
generating their initial conditions, (ii) the created 
experimentation system for testing the algorithms, and (iii) 
results of the experiments.  

The experiments showed that in general, local search 
metaheuristic algorithms are a good tool for solving the 
considered problem. Only for allocating small tasks on a 
large mesh, it is needless to use them as they do not achieve 
better results than the classic FF algorithm which itself 
performs well, due to the easiness of fitting small tasks into 
free sub-meshes. The leader of all our tests was the SA 
algorithm. It defeated all others for tasks of mixed and large 
sizes. It also achieved reasonable results of over 85% of mesh 
usage, which we find quite satisfactory, even though it was 
achieved in a relatively small number of iterations. The 
implemented experimentation environment allows the user to 
easily design whole series of experiments and to check many 
combinations of parameters. 

In the further research in this area we are planning  to 
construct far more thorough and versatile testing environment 
and to implement more algorithms, e.g. the Genetic 
Algorithm, Ant Algorithm, etc.. 
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Abstract: In this paper, we analyze the school bus route optimization problem. It is a crucial social issue 
that concerns faster and more comfortable transport of students to their schools. Moreover, the route 
optimization allows to decrease the ticket price, i.e., to maximize the profit of the provider. Since the 
problem belongs to hard optimization problems, thus, we adapted four meta-heuristic algorithms: Tabu 
Search, Simulated Annealing, Genetic Algorithm, Complete Overview, and invented by the authors 
algorithm called Constructor, and additionally Bellman-Ford algorithm used as a helper. In order to 
measure the efficiency of the considered algorithms we create our own evaluating function called 
Balance and compare results given by algorithms to the maximum found with Complete Overview. 
Finally, we designed and implemented an experimentation system to test these algorithms on various 
problem instances, to emerge the most efficient one.   

Keywords: Algorithms, meta-heuristic, optimization, experimentation system, transport. 

�

1. INTRODUCTION 

Since banking crisis from 2008 many companies were forced 
to cut expenses and look for more savings. Moreover, 
nowadays a lot of pressure is put on being green – 
environmentally - friendly, especially when it comes to 
industry or transport e.g. Sk�adzien (2008). A lot of effort 
must be put in analysis and planning process to come across 
these challenges. This paper focuses on optimization of a 
school bus route and proposes the direction of searching 
optimal solutions. The main goal is to find the most 
profitable route (e.g. the shortest path).  

This optimization belongs to non-polynomial problem and 
has a huge solution space, meaning we can not find the best 
solution in polynomial time. For small instances it is easy to 
search through the whole solution space but when instance 
begins to grow, the required time may become unacceptable. 
The only one reasonable way to solve this is to use meta-
heuristic algorithms that were invented to struggle with such 
problems. An idea to consider such algorithms based on 
artificial intelligence like Tabu Search (e.g. described in 
Glover, 1997), Simulated Annealing (e.g. explained in 
Laarhoven, 1987) and Genetic Algorithm (e.g. illustrated in 
Davies, 1987) seems to be promising. 

We decided to adapt all three mentioned ideas for 
implementing algorithms to find an efficient solution to bus 
route problem. In addition, we tried to invent on our own a 
new algorithm and we created the algorithm called 
Constructor which is described in this paper. To determine 
the shortest path from the starting point to the ending point 
through all possible bus routes we implemented Bellman-
Ford Algorithm.  

Moreover, we implemented Complete Overview (CO) 
algorithm to be able to calculate differences between 
maximum and optimum found using meta-heuristics 
(unfortunately, CO may be used only for instances smaller 
than 20 bus routes because of its complexity and the required 
time). Finally, we had to introduce an evaluating function as 
the measure of efficiency for the considered algorithms.  

To assess algorithms' efficiency we implemented an 
experimentation system that allows user to perform series of 
tests, returns the average values and presents them on plots. 

The rest of paper is organized as follows: Section 2 defines 
the problem to be solved. Section 3 describes the considered  
algorithms and their roles in optimization process. Section 4 
shortly presents the implemented experimentation system. 
The results of the research appear in Section 5. Last but not 
least Section 6 provides some remarks and conclusion.   

2. PROBLEM STATEMENT 

There is given a certain urban area (Fig. 1), that consists of 
links and Bus Stops (BSs). Lines represent links, numbers 
next to them represent their lengths and red dots symbolize 
Bus Stops. The beginning of the route is marked by a green 
rectangle, but ending point (rectangle) represents the location 
of the school. It is necessary to determine the most profitable 
constant for a certain time period route of a school bus to 
maximize profits of a bus provider. This means that the route 
may consist only BSs at which the number of pupils waiting 
for a bus is sufficient not to make loses. Once the route is 
planned the bus may omit some BSs which are not on this 
specified route.    
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The basis for making decision on which BS should stop is the 
observation of statistics that deliver the number of students  
(pupils) waiting at a BS on a given time. These values are 
represented by a matrix, in which each row corresponds to 
the next hour in bus transit and the columns show the number 
of pupils (Table 1). 

 
        Fig. 1.  An example of an instance. 

 
Table 1. Students (pupils) statistics. 

              Bus   
              Stop 
Time 

#1 #2 #3 #4 

8:00am 5 5 16 9 

8:45am 6 1 3 11 

9:30am 10 22 4 9 

10:15am 0 2 0 0 

 
The input parameters are listed in Table 2. 
 

Table 2. Input parameters. 

Sign Parameter 

SBS Set of potential BSs 

(xi,yi) BSi coordinates 

Li,j Link length between i and j BS 

Pk,j Pupils at k BS at j transit 

T Ticket price 

DC Driver’s cost 

BC Bus exploitation cost 

J Number of transits 

2.1  Basic Terms 

Bus Stop (BS) is a point on a map where pupils wait for a 
bus to school. Each BS has its coordinates x and y on a map. 

         � �yxBS ,�            (1) 

Set of Potential BSs (SBS) is a collection of all BSs on a 
map, where SBS(i) may be defined by (2). 
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Link (L) is a matrix defined by (3) that describes lengths of 
links between BSi and BSj.. Some BSs may not be directly 
linked to others but each BS must have at least one link. 
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li,j is defined as: 

               � � � �yyxxl jijiji
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,                    (4)

 Route (R) is a path consisting starting point, ending point 
and going through BSs chosen from SBS. A Route may 
contain smaller amount of BSs than SBS. 
 

                )(kSBSR �        where k�i                               (5) 

Ticket Price (T) informs how much each pupil must pay for 
taking a bus. 

Driver's Cost (DC) equals money paid to a driver for driving 
one unit of a length of a Route. 

Bus Exploitation Cost (BC) equals expenses for fuel used 
by a bus after driving one unit of a length of a Route.   

Number of Transits (J) says how many times the bus is 
going a route per a day.  

Route Length (RL) is a length of a shortest path. 

2.2  Evaluating Function 

The evaluating function introduced by us is called the 
Balance (6) interpreted as a daily balance – obtained after one 
day of work. If Q(R) is less than 0 that the provider gets 
loses, if greater than 0 that the provider gets profits.  
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Moreover, to make sure that the bus will not go from starting 
point right to the destination point, we introduce a constraint. 
The constraint describes the minimal percentage number of 
all pupils from the statistics (Table 1) that should be 
delivered to the school (7). 
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3. THE ALGORITHMS 

3.1. Basic Ideas 

For experiment purposes we implemented four meta-heuristic 
algorithms as the main algorithms, including three known 
algorithms (but specially adopted) : TS - Tabu Search, SA - 
Simulated Annealing, GA - Genetic Algorithm, and the 
Constructor (originally proposed by the authors of the paper). 
The first two of them are described e.g. in Wroblewski 
(2003), our adaptation of GA as well as the Constructor are 
explained below. The Route Length is calculated by us using 
Bellman-Ford algorithm. TS, SA, and GA perform 
calculations for a certain number of iterations processing on a 
solution and its neighbourhood. 

A solution is defined as a RL (see 2.1) and the 
neighbourhood is a set of Routes with one different BS, 
without one BS or with additional one BS. 

The performance of each meta-heuristic algorithm is affected 
by a few factors such as an instance parameters (the size of 
SBS) and algorithms' inner parameters.   

3.2. Simulated Annealing (SA) 

In each iteration the solution is replaced by a new one 
randomly chosen from the neighbourhood if the new one is 
better. If the new solution is worse it has 50% of chances to 
replace the previous one. In this particular implementation we 
do not have such thing as temperature that changes the 
probability of replacing solutions. Here probability is 
constant. This is the only one difference between our SA and 
the one described in Laarhoven (1987). 

3.3. Tabu Search (TS) 

Tabu Search is more complex algorithm than SA because it is 
searching through the whole neighbourhood of a solution and 
choosing the best one unlike SA. Moreover TS is more 
resistant to loops thanks to the taboo list. The best found 
solution may replace the previous one only if it differs from 
all the records in a taboo list more than a certain percentage 
value. The length of the taboo list is limited and when it is 
full, the old records are overwritten. 

3.4. Genetic Algorithm (GA) 

This algorithm is based on evolutionary mechanisms. The 
main idea is to create a population of a constant size and 
observe its evolution meanwhile registering the best ones. 
The most interesting here is a cross-over process. It requires 
two individuals and eventually gives two children.  
DNA chain is represented in this situation as a single 
solution. The crossover is described below on an example: 

parent no1: 1001|1101 
parent no2: 1100|0111 
child no1:   1001|0111 
child no2:   1100|0111 

All the solutions have a chance to hand over gens but the 
higher the Price function value of the solution, the higher 
possibility of being picked as a parent. Moreover, each child 
may mutate with probability 50% that leads to changing only 
one randomly picked chromosome. As the population size is 
constant, the newborns must replace the old solutions 
regardless of their breeding history.  

The algorithm implemented in our specified problem is 
described as follows: 

Step 0. Initial population is picked randomly. 
Step 1. Pick parents randomly from existing population. 
Step 2. Perform breeding process.  
Step 3. Choose solutions to extinct.  
Step 4. Add children solutions to the rest of solutions in 
existing population. 
Step 5. Check if the optimization function of each 
solution in current population is not the best global 
optimum from already explored solution space. 
Step 6. Go back to step 1 as many times as the number of 
iterations. 

3.5. The Constructor  

The Constructor was invented by us - an inspiration was the 
idea of searching through a whole neighbourhood while one 
iteration as in TS. Moreover, we assumed that splitting a big 
instance to smaller ones, solving them separately and joining 
all together may come up with quite good results.  

At the beginning the Constructor splits the whole instance to 
smaller instances - containing two BSs, the beginning BS and 
the last BS. The next step is to search through a 
neighbourhood of each small instance and modify them. 
After this operation, the algorithm combines in pairs small 
instances making them bigger. These operations last until the 
joining gives back the initial instance. 

Step 1. For specified short route that consists of beginning 
BS, ending BS and temporary amount of BSs find new 
possible routs picked from the short route's neighborhood. 
Step 2. Check the optimization function for  solutions, 
which include new route. Find the best neighbor. 
Step 3. Modify current solution by including that best 
neighbor as a part of the solution. 
Step 4. Pick next temporary amount of BSs and go back 
to step 1, unless all of BSs has already been picked. 
Step 5. Double the temporary amount of BSs and go back 
to step 1, unless the temporary amount of BSs exceeded 
amount of all BSs. 

3.6. Bellman-Ford (BF) 

The well-known (e.g. Wroblewski, 2003) algorithm BF is 
used to calculate and to determine the shortest path from the 
beginning right to the destination point through chosen BSs. 
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4.  EXPERIMENTATION SYSTEM 

The application was designed, mainly in order to visualize 
the tested algorithms. The application was created using 
Visual Studio 2008. The implementation language was C#. 
Figure 2 shows screenshot of the application window. 
 

 
Fig. 2. Application window. 

In the beginning the user defines an instance of problem by 
putting BSs on the map and creating links between them. 
Next, the beginning and the ending points of the potential 
route are precised and pupil statistics (by clicking and 
selecting properties) is determined. Finally, the user selects 
the considered algorithm and fixes its parameters. After 
clicking on “start simulation” button the application is 
searching for an optimal solution. There is a possibility to see 
an animation of a transit, and some statistics presented also 
on plots (e.g. served BSs, Balance, the percentage of served 
pupils) that allows observing results from each iteration. 

5.  RESEARCH 

5.1  Calibrating algorithms 

The first part of research refers to finding the best parameters' 
values for two algorithms: 

9 Tabu Search, 
9 Genetic Algorithm 

For each new set of parameters, a new simulation was made. 
10 instances were tested, each instance of problem was tested 
10 times. Values in Tables 4 and 5  under all plots are 
averages from whole test. The parameters of the problem for 
the considered instances are shown in Table 3. 

  Table 3. Parameters – set 1. 

Bus Stops 15 
Test iterations 10 
Instances to test 10 
[%] passengers 50 
driver's cost 1 
bus exploatation cost 1 
ticket price 3 
number of transits 4 

5.1.1   Genetic Algorithm 

Tests proved that increasing size of the population as well as 
increasing number of parents do not have a remarkable  
influence on improvement of solution (only about 5%). But 
the number of iterations has vast impact on results (see Table 
4), where  for 60 iterations it differs from the maximum just 
of approx. 18%. Because of slight differences in results 
between 60 and 40 iterations, the optimal value of this 
parameter was taken as equal to 40 in order to minimize the 
required estimation time.  

    Table 4. Results given by GA. 

test 
no. GA CO 

�GA 
[%] population parents iterations

1 1360 1990 46,32 10 6 20 
2 1384 1971 42,41 20 6 20 
3 1292 1765 36,61 20 10 20 
4 1243 1726 38,86 20 14 20 
5 1215 1728 42,22 20 18 20 
6 1256 1610 28,18 20 18 30 
7 1307 1573 20,35 20 18 40 
8 1259 1489 18,27 20 18 60 

 

5.1.2  Tabu Search 

As shown in Table 5, changing only two parameters make 
noticeable difference in precision and taboo list length. 

   Table 5. Results given by TS. 

test 
no.

Tabu 
Search CO 

�TS 
[%] 

Tabu 
list 

length 
% 

Precision Iterations

1 1328 2255 69,80 4 10 20 
2 1361 2074 52,39 4 5 20 
3 1263 1571 24,39 4 2 20 
4 1416 1592 12,43 4 1 20 
5 1489 1595 7,12 4 1 30 
6 1329 1352 1,73 4 1 50 
7 1185 1213 2,36 8 1 50 
8 1445 1505 4,15 16 1 50 

 
Decreasing precision to 1% causes improvement of results in 
comparison to parameters from the first test. Apparently, 
smaller precision allows TS to make smaller but more 
frequent steps. This means, that TS explores larger solution 
space and it is obvious that in this situation the probability of 
encountering better result is higher. The vital parameter is the 
number of iterations - along with the same as in genetic 
algorithm property: the more iterations, the better solution. 
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5.2  Comparison – all algorithms 

The next part of research was to compare to CO all three 
other algorithms with the best inner parameters. Instances of 
parameters were the same as in previous part (Table 5) apart 
from minimal percentage passengers served (% passengers) 
which is variable in this test (Table 6). 
 
        Table 6. Parameters – set 2. 

TS SA GA 
Iteration 50 Iteration 40 
Tabu length 4 Population 20 
Precision 1 

Iteration 50 

Parents 18 
 
 

 
Fig. 3. The average inaccuracy. 

 
According to Fig. 3 the smallest inaccuracy was found for TS 
- from 10% to less than 1% for 90% passengers. The second 
efficiency takes GA - from more than 50% to about 10%. 
Third was  SA and the last place for Constructor. Constructor 
presents the biggest inaccuracy for 50% passengers  (almost 
250% inaccuracy) but its performance improves when 
constraint becomes more strict - 90 %  passengers. Despite 
this surprising one result, the rest leaves a lot to wish and 
disappointed us. 

5.3  TS and SA comparison 

The influence of the number of iterations is shown in Fig. 4.  
 

 
Fig. 4. Comparison of alghoritms: TS vs SA. 

This test justifies an observation(rather obvious) that the 
number of iterations has significant impact on the obtained 
results. The more iterations, the better results is given by the 
algorithm.  

The main observation is that TS gives better results than SA 
regardless of the number of iterations, thus TS algorithm may 
be recommended for searching the optimal route. 

5.4  TS and GA confrontation 

The next experiment was related to observing differences 
between the two metaheuristic algorithms: TS and GA with 
their best parameters apart from iterations which was a 
variable. The rest of parameters used were such as specified  
in Table 3. 
 

 
Fig. 5. Comparison of algoritms: GA vs TS. 

Similarly to the previous test, TS defeats competitor - GA 
regardless of iterations number. Although TS wins this 
competition, the genetic algorithm GA kept pace of TA and 
the results given  by GA were not that bad as in SA case (see 
Section 5.3). 

6. CONCLUSIONS 

To sum up, performed research justified the conclusion that 
TS algorithm gives much better results than SA regardless of 
defined advanced settings for searching the best solution. SA 
may give quite good results but much more iterations are 
needed. The only one algorithm that can compete with TA is 
GA but the average results of tests show that it would rather 
never come up with better results than TA. The Constructor 
algorithm turns out to be the worst and certain improvements 
are needed to make it somehow useful.     

Choosing the best algorithm is half the success, however, 
setting the most appropriate parameters of such algorithm is a 
vital issue. 

The main goal for solving school bus problem is to provide 
an opportunity to every single pupil to reach school on time. 
According to this statement and research presented in this 
paper, the proposed and recommended algorithm for route 
planning is Tabu Search (TS). 
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Abstract: The paper concerns the problem of path finding in wireless ad-hoc networks. Several 
algorithms, including meta-heuristic algorithms, evolutionary algorithm and the created hybrid algorithm, 
are considered. Algorithms have been implemented into a designed experimentation system. The system 
allows making simulation experiments along with multistage experiment design. In the paper, the results of 
some experiments are discussed. Moreover, the comparative analysis of efficiency of algorithms is 
presented. It may be concluded that the proposed hybrid algorithm seems to be promising.  
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1. INTRODUCTION 

Mobile wireless ad-hoc networks are networks with a short 
period of life. An ad-hoc network is a wireless network to 
which mobile devices that can act both as client and access 
point are connected. The most characteristic feature of the ad-
hoc network is the lack of any central control device, and also 
any device to supervise the operation of this information 
exchange system. Another important feature is the lack of 
fixed network infrastructure. Systems with this type of 
connection, therefore, are characterized by high variability 
and irregularity, which implies the problems absent, or 
present to a lesser extent in the standard fixed infrastructure 
networks, both wired, and wireless. Mobility of devices 
forming such structure is the cause of irregular construction 
and is a reason of frequent changes in the network structure. 
The consequence of these characteristics is high importance 
of algorithms to find not only the shortest path leading from 
source to destination node, but also to be able to find it fast, 
regardless of network structure changes. Performance of the 
algorithm that solves this problem with a large variation of 
the network structure is crucial, because the algorithm will 
have to be used after any change in the network structure. 

This paper in its content aims to present and formulate the 
problem (Section 2), and demonstrate the variety of its 
synthetic solutions (Section 3). Major emphasis has been 
made to describe and present the experimentation system  
created (Section 4), and the results of testing of certain 
algorithms obtained with this system (Section 5). In the final 
part of the paper, the matter of prospects for the future is 
raised, including a summary of the most crucial parts of this 
paper (Section 6). 

2. PROBLEM STATEMENT 

To fully realize the problem of pathfinding in a graph of 
mobile ad-hoc network, one have to imagine a sample 

network, like the one shown in Fig. 1. It is clear to see, that 
from a mathematical point of view, this problem can be 
reduced to find the shortest path between two vertices of a 
undirected graph. 

      Fig. 1. Sample structure of ad-hoc network. 

Mathematical model symbolizing the entire analysed network 
is a non directed, weighted graph. Vertices in the graph 
represent individual devices in the network. Connections 
between the vertices are the physical representation of the 
wireless connections between devices. The weight of each of 
the edges in the form of a specific number, defines the quality 
of the connection. In order to simplify the mathematical 
analysis of the problem, it can be assumed that the larger the 
weight, the worse the connection quality. The final element 
which is necessary to build a full, abstract representation of 
the problem is to determine the conditions of existence of the 
connections between different vertices. 

In the proposed model, the possibility to connect two vertices 
in the graph is defined by their range, which is an abstract 
representation of the range of wireless devices in real ad-hoc 
networks. In the mathematical model, it will also be the 
number given in standardized units, to determine the radius 
of coverage of the given vertex. Based on the radius, it can be 
determined which of the neighbouring vertices of a vertex 
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can connect to it and, therefore, can be connected with an 
edge, what may represent a real connection. 

3. ALGORITHMS 

To carry out the simulation, two proactive algorithms and two 
author's reactive algorithms were implemented during the 
research. Dijkstra's and A* algorithms' main purpose was to 
provide comparison to the reactive algorithm in a modified 
form of Ant Colony Optimization, and one author's hybrid 
algorithm, which is a combination of modified versions of 
two of the selected algorithms. 

Abstract approach to the subject has allowed to obtain greater 
flexibility in the implementation of these algorithms.

3.1 Dijkstra algorithm

Dijkstra's algorithm is an algorithm that always returns the 
optimal or close to the optimal route, although it is 
computationally greedy. In this case, the algorithm has been 
modified in such way, that after finding the path to the 
destination node it finishes the pathfinding process. 

Necessary condition for the algorithm is to divide the vertices 
of a graph into two sets e.g. Dijkstra (1959). One set contains 
the vertices to which paths have been already counted, and 
the other contains all the nodes which have not yet been 
processed. 

Determination of the path is made iteratively. As the first 
vertex, the initial, start vertex of the simulation is set. In the 

3.2  A-star algorithm

A* algorithm, like Dijkstra's algorithm, gives the optimal 
path between two vertices of the graph, but to calculate the 
path it uses heuristics e.g. Abolhasan, Wysocki, Dutkiewicz 
(2003). 

The algorithm minimizes the function f(x) = g(x) + h(x)
where g(x) is the distance from the start node to the vertex x
and h(x) is the path predicted by the heuristic from the vertex 
x to the destination node. Values of f(x), g(x) and h(x) are 
stored in three tables e.g. Wirth (1976). 

As heuristic functions, we have chosen the „Euclid” function 
(1), and „Manhattan” function (2). 

� � � �22 ....)( YendYxXendXxxh ����          (1)  

YendYxXendXxxh ....)( ����                 (2) 

Determination of the path is iterative, as in Dijkstra's 
algorithm e.g. Marina, Das (2001). 

3.3 ACO algorithm

The idea of the ant colony optimization is to base the 
algorithm's work on the behaviour of the colony of ants, 

seeking a route from their nest to food source and back again 
e.g. Dorigo, Stützle (2004). 

Ants, as they move along the edges of the graph, leave their 
pheromone to indicate to the other ants that the edge has 
already been visited e.g. Blum (2005). With time, the 
concentration of pheromone Pc on the edges of the graph is 
decreasing with concentration loss factor l, according to (3). 

lPP cc C�             (3) 

Pheromone concentration loss process is continuous and 
occurs at the beginning of each run of the algorithm's 
iteration e.g. Dorigo (2007). 

Author's modified ACO distinguishes ants into two 
categories: forward and backward ants. Forward ants' main 
purpose is to explore the graph and find the destination node. 
When forward ant reaches the destination, it sends back 
backward ant and dyes. Backward ants are much more likely 
to follow the pheromone, because their priority is to 
consolidate the route and get back to the source node quickly, 
from where they send forward ants again. 

In a classic implementation of this algorithm, routing tables 
are used to locally memorize the results of the algorithm's 
work in the network. For the means of an abstract 
implementation, routing tables have been omitted, as 
assumed that the subject of the research was the path finding 
itself, rather than maintaining the route within a given 
instance of the problem. 

Determination of path length in this algorithm is made in an 
iterative manner. The path which ant chooses for the next 
step is added to the total value for each ant. Final result is 
determined as the shortest path of all of the ants. 

3.4 Hybrid algorithm

Hybrid algorithm is an author's algorithm, which was 
developed in response to the need to reduce the cost of 
finding the path, regarding the implementation of the first n 
steps as quickly as possible, and then, after a quick 
advancement in path selection in the first stage, further 
optimization of the path made by using one of specialized 
algorithms e.g. Michalewicz (1996). 

To implement this algorithm, modified version of Ant 
Colony Optimization was implemented in conjunction with 
Dijkstra's algorithm e.g. Botea, Muller, Schaeffer (2004). 
Modification has been made to limit the amount of ants and 
to modify the way the ant chooses its next vertex in the 
graph. Algorithm obtained in this way allows for a close to 
random, but relatively controlled first n steps, which will be 
made. After completing n steps, the ACO finishes and passes 
its current vertex as the starting vertex for the next algorithm. 

After the calculation of the initial direction, Dijkstra's 
algorithm is run, which is aimed to find the path to the 
destination node if it has not been reached yet e.g. Cormen,  
Leiserson, Rivest, Stein (1990). 
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Path length in this algorithm is made in an iterative manner, 
as a sum of path values given by both of the algorithms. 

4. EXPERIMENTATION SYSTEM 

4.1 Implementation environment and requirements

The Windows platform has been chosen as an 
implementation environment, on which an application in C# 
programming language has been created. To run the 
simulator, the workstation must be equiped with Windows 
2000/XP/Vista/7 operating system and .NET Framework 3.5. 

4.2 Application features

The simulator has an interface that allows the user to easily 
configure all the parameters of the application. Moreover, its 
construction allows to quickly and easily extend its 
capabilities, including possible addition of new algorithms. 

4.3 Functional features of the application

After launching the simulator application, the application 
main window appears, as shown in Figure 2. The main 
window is divided into four clearly separated areas. 

        Fig. 2. Application main window. 

The largest area of the application window is the area of 
simulation (A). In this area the graph representing the 
specific problem, and the effect of the algorithm will be 
shown. It is also possible to modify a specific instance of the 
problem before running the algorithm itself. 

In the settings area, (B), we see the basic parameters that can 
be modified in the program. The first one is the parameter 
determining the number of vertices in the graph, which which 
is to be generated (1). 

Next are two buttons, allowing to save the current graph to a 
file and load a saved graph to the program (2). 

A select form (3) allows to choose a specific instance of the 
problem saved earlier. To add a graph to the list, save it in a 
subdirectory called „Graphs” in the root directory of the 
simulator. After adding the file and restarting the application, 
saved graph appears on the defined graphs selection list.  

Under the selection of defined graphs, we see the graph draw 
button (4), allowing to generate a random graph, consisting of 
the number of vertices determined by the parameter (1). 

Vertex positions are random according to normal distribution. 
If the arrangement of the vertices is not satisfying, it is 
possible to draw another instance by re-clicking on the 
„Randomize” button, or manually modifying the position of 
given nodes. Nodes in the simulation area can be moved 
using drag-and-drop method. 

Below are two fields that allow to interfere in the amount of 
information displayed in the simulation. „Show ranges” 
select (5), displays the circle around each of the nodes, 
symbolizing node's range in relation to the other vertices. 
Selecting „Show numbers” parameter (6) will cause a number 
to appear next to each node which enables its identification. 

Number (7) in the illustration has been assigned to a button 
that connects all vertices in the graph. Connections are made 
on the basis of nodes range. The connection between the two 
vertices a and b may occur if, and only if, the range r of the 
vertex with less value is less than or equal to the distance dab
between the vertices (4). 

� �
!
�
� �

�
elseif

drr
baC abba

:0
),max(:1

,          (4) 

The next two fields, (8) and (9), allow the selection of the 
source and destination node in the graph. Algorithms will 
find the shortest path between the initial and final vertex, 
using only the available connections. There is a possibility 
that it will be impossible to find any path between two 
selected vertices. 

After selecting the initial and final vertex, an algorithm that 
will look for the shortest path between them can be chosen. 
Selection of the algorithm takes place by selecting from the 
drop-down list (10). 

If the algorithm supports additional parameters for its 
operation, before the start of the simulation it is possible to 
configure the parameters in „Algorithm Properties” tab (16). 

The last parameter that can be set is the „Step delay” (11). 
Here the number of milliseconds that the simulator will wait 
after each step of the algorithm can be specified. Note that 
due to the large variety of algorithms, this parameter is purely 
indicative. 

Additional button „Clear logs” (12), is used to delete the 
exported results of the algorithm run. 

The last option available in the main settings area is a field 
which allows to enable or disable algorithm run history (13). 
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When this option is enabled, step-by-step algorithm history 
analyse is possible in the „History” tab (15). 

Algorithm results field (C) is located under the main settings 
area. Basic results of algorithm run are shown in this field. 

Below the simulation area two buttons marked „Start” and 
„Stop” are located (D). These buttons allow to start and stop 
the simulation. 

Current algorithm run information are shown in the live 
statistics area (E). These statistics are updated with every step 
of the algorithm, so if the delay of the algorithm iteration was 
set, it will be possible to analyse statistics during the run of 
the algorithm. 

4.4 Realization of the research

Implementation environment allows for testing of the 
algorithms in several aspects. The key parameter, which is 
the subjected of the tests, is the overall quality of the path di,
which is obtained as a result of the algorithm run and it is the 
target function (5) that has to be minimized by each of the 
algorithms. 

;�
i

ic dF                        (5) 

At the same time, the algorithm must visit the least amount of 
vertices possible, and take the smallest amount of time for its 
action. Number of vertices visited by the algorithm and the 
time of his realization are associated with its actual demand 
for resources and traffic generated by the algorithms in the 
network, therefore the quality of these parameters is not left 
without a meaning to the estimation of the quality of 
functioning of the algorithms. 

Remaining at the level of abstract simulation of the behaviour 
of algorithms for searching paths in the graph, the quality of 
paths and quantity of visited vertices is taken into account 
and in this respect, the algorithms are compared. 

5. INVESTIGATIONS 

5.1 Research thesis

It is estimated that Dijkstra's algorithm provides an optimal, 
or very close to the optimal solution, but obtains it at great 
expense of calculation, which should result in relatively long 
run time. In the real network environment, the additional 
disadvantage of this algorithm is the need to process the 
entire graph each time a request to find the appropriate path is 
sent.

A* algorithm, based on the heuristic methodology, as a result 
of its action finds the optimal solution to the problem, using 
relatively large amount of resources to obtain it, so it 
predictably is to visit a large number of nodes in the graph. 

Another approach to the problem is presented by the Ant 
Colony Optimization which in contrast to the other 
algorithms can run in the network for a long period of time, 

gradually improving the result and adapting to various 
network structure changes. In its abstract implementation, 
this algorithm should not show up in finding the optimal 
path, since the run time has been limited. Noteworthy, in the 
real implementation of the algorithm it exhibits a high degree 
of flexibility to adapt to rapidly changing network topology. 

Experimental implementation of the hybrid algorithm is an 
interesting subject of research. It is difficult to accurately 
predict the algorithm behaviour and possible results, but 
according to the assumptions, the algorithm is to provide 
relatively satisfactory outcome in the short period of time, 
while showing a small number of visited vertices. 

5.2 Experiment design

Each algorithm will be tested for five different numbers of 
vertices in the graph. Instances of graphs with 20, 30, 50, 70 
and 100 vertices were selected, and saved in order to provide 
the same test environment for each of the algorithms. 

For each of the numbers of vertices in the graph and the 
values of parameters of each algorithm, ten measurements 
will be made, which will allow to objectively asset the quality 
of the results, thus calculating the average results for each of 
the algorithms. 

Summary of planned research is presented in Table 2. All 
experiments will be made in a research environment 
described earlier. 

Table 2. Experiment Design. 

Algorithm Parameter Vertices quantity 

Dijkstra - 20 30 50 70 100

A* Euclid 20 30 50 70 100

A* Manhattan 20 30 50 70 100

ACO Pc = 0,0004 20 30 50 70 100

ACO Pc = 0,0016 20 30 50 70 100

ACO Pc = 0,0064 20 30 50 70 100

ACO Pc = 0,0128 20 30 50 70 100

Hybrid n = 5 20 30 50 70 100

Hybrid n = 10 20 30 50 70 100

Hybrid n = 20 20 30 50 70 100

5.3 Results and discussion

To address the results obtained during the experiments to 
raised earlier research thesis in the best possible way, 
especially relevant results have been chosen to confirm the 
thesis. 

In the first place, the first of the thesis, concerning the 
efficiency of Dijkstra's algorithm, was put under question. 
Performed simulations of the algorithm run time for 100 
vertices, shown in Fig. 3, confirm the assumption that the 
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algorithm is characterized by a relatively low efficiency, 
needing a lot of time to process all the data. 

Run time for graph with 100 vertices
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           Fig. 3. Algorithms run time for 100 vertices. 

It is worth noting that a high processing time has also been 
obtained for the hybrid algorithm, which greater part for the 
graph of 100 vertices is Dijkstra's algorithm, which further 
confirms the truth of stated thesis. 

A* search algorithm, due to the complex structure of the 
implementation using the heuristic methods, has proved to 
visit the largest number of vertices, which confirms the 
related thesis. Example of the number of visited nodes for the 
graph of 30 vertices, shown in Fig. 4, classifies it right after 
the Ant Colony Optimization, which in the actual 
implementation is intended to work without the time 
limitation. 

Visited nodes for 30 vertices
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           Fig. 4. Visited nodes for 30 vertices. 

A noteworthy fact is that irrespective of the type of used 
heuristic function, A* algorithm, according to the thesis, is 
characterized by a large number of visited vertices, and so, in 
fact, a large number of generated connections, but generating 
the optimal solution of the pathfinding problem. 

According to the thesis set for the Ant Colony Optimization, 
it did not provide optimal results, however, it is able to adapt 
to the network structure. Figure 5 shows how the path quality 
obtained by the ACO differs from the quality of paths 
developed by other algorithms in adequate run time. Clearly, 
author's ACO algorithm is able to find very good quality path 
and is further characterized by very high flexibility of action.  

Impact of used algorithm on solution quality
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               Fig. 5. Path length for 30 vertices. 

It is worth to note, that the quality of path obtained by the 
ACO changes with the pheromone concentration loss factor. 
Fig. 6 shows, that properly chosen pheromone loss factor can 
help to make the algorithm even more effective. 

Impact of pheromone concentration loss factor 
on solution quality in ACO
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    Fig. 6. Pheromone loss impact on solution quality in ACO. 

The results of an experimental hybrid algorithm proved to be 
a confirmation of assumptions of its possible behaviour. With 
the increase in the contribution of modified Ant Colony 
Optimization, which means increasing the importance of the 
pseudo-random part of the algorithm, hybrid algorithm 
significantly increased the speed of its operation. 

As shown in Fig. 7, the implementation of the first 10 steps 
using the modified ACO resulted in a drastic reduction of the 
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algorithm run time, at the cost of decreasing the quality of the 
solution. 

Hybrid algorithm run time
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               Fig. 7. Hybrid algorithm run time. 

With the increase of the n parameter, the number of steps 
taken by the algorithm has significantly decreased. The 
dependence is shown on Figure 8. Number of visited vertices 
remained more or less stable, which further emphasizes the 
importance of pseudo-random part of the algorithm to reduce 
the amount of the calculation. 

Hybrid algorithm reliability
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             Fig. 8. Hybrid algorithm reliability. 

Close to random nature of the hybrid algorithm is stressed by 
the fact that for the n parameter value equal to 20, the number 
of performed steps has slightly increased, which is caused by 
too much involvement of the random part of the algorithm. 
An appropriately balanced algorithm parameters can improve 
the overall quality of obtained results and the algorithm itself 
provides promissing results and a solid basis for further 
research and development. 

6. CONCLUSIONS 

Research carried out under the project allowed to draw far-
reaching proposals for the design of systems based on the 
idea of finding a path in wireless ad-hoc networks. 

Diversity of the algorithms realizing the routing in wireless 
ad-hoc networks available to implement requires to clarify 
and clearly specify the system requirements. When it is 
known that the system must be resistant to changes in 
network and rapid adaptations to new conditions, it is advised 
to use algorithms that provide the desired flexibility, for 
example, Ant Colony Optimization algorithm. If the key is to 
obtain a satisfactory solution to the problem in the shortest 
time possible and subject minimize the consumption of 
resources, a good solution could be a hybrid algorithm, 
similar to the algorithm implemented for this project, which 
can combine the best features from selected algorithms while 
maintaining an appropriate balance between their drawbacks. 

In the future implementation of similar project, the right 
direction would be to develop the idea to closer simulate the 
reality, gradually moving away from abstract approaches. 
This would enable more specific implementation of the 
algorithms for selected problems and to conduct more in-
depth research. Nodes could use the parameters of the actual 
nodes of ad-hoc network, which combined with assigning 
more details to the connection between two nodes would 
increase the level of realism, which would help to carry out 
further tests, developing more accurate reflection of reality. 

Program providing the role of the simulation environment 
was designed with a possibility to expand it with additional 
modules. Increasing the functionality and reducing the level 
of abstraction can provide a solid basis for future research in 
this topic. 

REFERENCES

Abolhasan, M., Wysocki, T., and Dutkiewicz, E. (2003). A
review of routing protocols for mobile ad hoc networks,
University of Wollongong. 

Marina, M.K. and Das, S.R. (2001). On-Demand Multipath 
Distance Vector Routing in Ad Hoc Networks, University 
of Cincinnati. 

Botea, A., Muller, M. and Schaeffer, J. (2004). Near Optimal 
Hierarchical Path-Finding, Journal of Game 
Development.

Dijkstra, E.W. (1959). A Note on Two Problems in 
Connexion with Graphs, Numerische Mathematik.

Cormen, T.H., Leiserson, C.E., Rivest, R.L. and Stein, C. 
(1990). Dijkstra's algorithm. Introduction to Algorithms,
Section 24.3, MIT Press. 

Dorigo, M and Stützle, T. (2004). Ant Colony Optimization, 
MIT Press. 

Blum, C. (2005). Ant colony optimization: Introduction and 
recent trends, Physics of Life Reviews. 

Dorigo, M. (2007). Ant Colony Optimization. Scholarpedia. 
Wirth, N. (1976). Algorithms + Data Structures = Programs,

Prentice Hall. 
Michalewicz, Z. (1996). Genetic Algorithms + Data 

Structures = Evolution Programs, Springer. 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

169



     

 
�

�
�

 
Testing SQL queries: an experimentation system  

and efficiency evaluation 
�

Micha� Hans*, Pawe� Kmiecik*, Iwona Pozniak-Koszalka*, Andrzej Kasprzak 
�

*Dept. of Systems and Computer Networks, Wroclaw University of  Technology,  
50-370 Wroclaw, Poland (e-mail: leszek.koszalka@ pwr.wroc.pl). 

�

Abstract: This paper’s main goal is to discuss useful optimizing methods of database queries based 
on PHP, MySQL and PostgreSQL examples. The research was done on the specially prepared 
environment: computer workstation with Apache, PHP, MySQL and PostgreSQL installed on it. 
The databases storing different amount of data were prepared. Several aspects of optimization were 
researched, including: Influence of using cache on processing time while querying on the example 
of DATA field; Researching queries that use SELECT * structure; Influence of adding LIMIT 1 
condition on processing time when searching for unique line; Influence of field indexing on 
processing time; Comparing ENUM and VARCHAR fields; Researching different methods of 
querying for a random line.   
�
Keywords: Database, sql query, optimization methods, php, mysql, postgresql. 

�
 
 

1. INTRODUCTION 
�
Imagine the situation when one stands in front of the 
exclusive buffet with countless amount of delicious courses. 
The task is to try them all, but first you have to think through: 
in which order. Which flavors in combination with others 
flavors would give the maximum of the  pleasure? 

Quite similar, but less enjoyable and subjective, are the 
problems that databases programmers have to face. While 
designing a database queries one has to remember that there 
are many different ways in which the DBMS can execute 
tasks and acquire the answers. Of course, all the methods 
give you the same results, but the processing times will 
differ. The objective of this paper is to describe and to 
present the results of the tests made using the query 
optimization methods. All the tests were made on Apache 
Server and two databases: PostgreSQL and MySQL. All  the 
scripts that contain queries were written in PHP. 

The rest of the paper is organized as follows. Six aspects of 
query optimization is presented in Section 2, and in Section 3 
the used approaches are described. The designed and 
implemented experimentation system is presented in Section 
4. Sections 5 contains results of investigations. Final remarks 
appear in Section 6. 

 
2. ADDRESSING THE PROBLEM 

�
This paper will closely focus on 6 aspects of query 
optimization: 
1. The influence of using cache while querying on the 

example of DATA field:  The most of the database 
servers have a built-in and turned-on cache option 

(Hernandez, 2003). It is considered as the most effective 
method of reducing the time needed for executing the 
query.  When the same query is to be processed many 
times, the result is kept in the cache memory which is the 
fastest memory available. The problem is that there are 
many conditions under which the cache memory is 
blocked and not used, as in example: 
$r = mysql_query(“SELECT Name FROM 
Workers WHERE HireDate >= CURDATE()”); 
For this query cache memory will not be used, because 
the result of CURDATE() function is not known so, the 
query cannot be compared with previous ones.  

2. Researching queries that use SELECT * structure. 
3. Looking at queries that check if the database contains at 

least one line that fulfill given conditions. In that case, it 
happens that programmers do not add LIMIT 1 condition, 
for example: 
SELECT SQL_NO_CACHE * FROM 
‘Workers_100k’ WHERE HireDate <= 
‘2010-01-24’; 

4. The impact of field indexing on processing time: How can 
we improve the query performance using indexing? 
(O’Neil, 1997) 
SELECT SQL_NO_CACHE Surname FROM 
‘Workers_100k’ WHERE Surname LIKE ‘a%’ 

5. Comparison between ENUM and VARCHAR fields: How to 
improve the processing time with queries that ask for 
lines containing VARCHAR field?  

6. Looking at different methods of querying for a situation 
contained queries for random rows.  Query to optimize: 
SELECT Name FROM Workers WHERE 
HireDate <= ‘2010-01-24’ 
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3. DESCRIPTION OF APPROACHES 

For the problems presented in Section 2, the following 
approaches were considered: 
Ad.1. The reason why cache was disabled is using the 
function CURDATE(). This situation takes place every time 
for non-deterministic function like NOW() or RAND(). This 
kind of functions can return unique results every time. To 
solve the speed problem with the current date function we 
should try to get current date in PHP and build a query which 
contains that date. In this way we can cache our query for 
whole day until midnight, as in example: 
SELECT Name FROM Workers WHERE HireDate 
<= ‘2010-01-24’; 
Ad.2. More data to search always mean more time is required 
to get the results. Looking at the most of web applications 
scripts which use databases connections we can find many  
examples when programmers get all of the fields from the 
row (by using select *). When we launch this kind of queries 
we can access the every field by filtering the array in PHP. 
This means that if we want to read only one field from whole 
row, the rest fields are just wasting server memory  and they 
are not used. This situation is very important when the 
database server location is far away from PHP server. To 
solve that problem we should always point to the database  
which fields are interesting for us. For example, when we 
want to read only the name of the worker that has id no 666 
we should use: 
SELECT Surname FROM Workers_100k Where id 
= 666; 
Ad.3. Solution for this kind of problem is to add condition 
LIMIT 1 at the end of the query. In this way the database 
engine stops after first fitted row instead of looking for the 
other that matches in  the database. 
SELECT Surname FROM Workers_100k Where id 
= 666 LIMIT 1; 
Ad.4. To improve the speed of getting the results, we should 
create a columns index for the things that we are searching in. 
This solution is a very good method when we are looking for 
a common searching field. For example when we are looking 
for workers surnames: 
CREATE INDEX IndexName ON ‘users’ 
(last_name);
SELECT SURNAME FROM ‘users’ WHERE 
last_name LIKE ‘a%’; 

Ad.5. ENUM columns are very fast to search. Even though 
they are store at database as TINYINT they can contain a 
string.  When we have a VARCHAR field that contains many 
similar values (for example status as active, suspend and 
locked) we should use ENUM to save a lot of memory. 
Ad.6. To find the better way to get random row from  the 
table in a database we compare two of them together. The 
first one is to count all of the rows in a table, and then to 
generate random number in PHP which will be the number of 
our  random row. The second way of approaching this 
problem is to use a RAND() function in SQL query. 
$polecenie1 = "SELECT count(*) FROM 
workers";
$w1 = mysql_query($polecenie1); 
$d = mysql_fetch_row($w1);
$rand = rand(0,$d[0] - 1); 

$polecenie2 = "SELECT $pole FROM workers 
LIMIT $rand, 1";
$w2 = mysql_query($polecenie2); 

4. EXPERIMENTATION SYSTEM 

We were testing the queries before and after modification in 
our web application. Application was based on PHP and 
could run with two SQL databases (MySQL and 
PostgreSQL).  We decided to work on these servers because 
there are open sourced and there are free of charge for 
everyone. The testing environment involved an ASUS 
M50VN with dual core CPU (2,26 GHz) and 3GB of RAM. 
We were working using Windows Vista Home Premium with 
Service Pack 1 32bit system with WAMP server which 
contains Apache Server, MySQL and PHP. Additionally, we 
also integrated a PostgreSQL with it. In both databases 
(Table 1 and Table 2) we created the same tables. Remark: In 
Table 2 the xxx is a number of rows. 
 
Table 1. Structure of data_pwr database. 

Table name rows size 

Departments 10 2,2 KB 

Workers_1k 1 000 93,5 KB 

Workers_10k 10 000 918,1 KB 

Workers_100k 100 000 8,9 MB 

 
Table 2. Structure of Workers_xxx table. 

Field Type Info 

Id Int (11) Auto_icrement 

Name Varchar (255)  

Surname Varchar (255)  

City Varchar (255)  

Street Varchar (255)  

HireDate Date  

DepartmentID Int (11)  

Status Varchar (20)  

Status2 Enum (‘active’, 
‘locked’, ‘suspend’)  

 
The application runs using AJAX to send queries and to show 
the results. Using the application it is possible to identified 
the specific problems, including the following: 

TEST1 – Influence of using cache while querying on the 
example of DATA field 
TEST2 – Researching queries that use SELECT * structure 
TEST3 – Researching queries that check if the database is 
containing at least one line that fulfill given conditions. 
TEST4 – Influence of the field indexing on the processing 
time. 
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TEST5 – Comparison between fields for ENUM and 
VARCHAR. 
TEST6 – Looking at different methods of querying for a 
random row. 
 

 
Fig. 1. Application interface. 

Our application is able to test any two queries typed in by the 
user. The user also is able to choose the database engine and 
the number of repeats. On the right side of screen after 
running the test we are able to see the statistic for our test. 

5. RESULTS OF INVESTIGATIONS 

In Tables 1 – 6, we present the results of our research 
obtained during six tests corresponded to the approaches 
discussed in the previous sections. The results are also shown 
in convenient way on Figures 2 – 7. In figures the vertical 
axis represents productivity growth in percent (for example, 
200% means two times faster run). The horizontal axis 
represents the number of repeats. 
 

 
Fig. 2. Test 1 - comparison. 

 
Table 3.  Results of Test 1. 

Repeats 1k_m
ysql 

10k_m
ysql 

100k_
mysql 

1k_pgs
ql 

10k_p
gsql 

100k_
pgsql 

10 721% 584% 752% 125% 189% 201% 
100 842% 911% 878% 129% 205% 217% 

1000 762% 906% 1035% 123% 205% 232% 
10000 799% - - 124% - - 

 

 
Fig. 3. Test 2 - comparison. 

Table 4.  Results of Test 2. 

Repeats 
1k_
mys
ql 

10k_m
ysql 

100k_
mysql 

1k_pg
sql 

10k_p
gsql 

100k_
pgsql 

10 13% 18% 17% 13% 13% 24% 
100 6% 7% 9% 9% 5% 12% 

1000 7% 7% 15% 8% 14% 18% 
10000 11% 11% 12% 9% 10% 11% 

 
 

 
Fig. 4. Test 3 - comparison. 

Table 5.  Results of Test 3. 

Repeats 
1k_
mys
ql 

10k_
mysql 

100k_
mysql 

1k_pg
sql 

10k_p
gsql 

100k_
pgsql 

10 5% 199% 500% 5% 53% 530% 
100 6% 202% 475% 5% 54% 578% 

1000 6% 189% - 5% 54% - 
10000 6% - - 5% - - 

 
 

 
Fig. 5. Test 4 - comparison. 
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Table 6.  Results of Test 4. 

Repeats 
1k_
mys
ql 

10k_
mys
ql 

100k_
mysql 

1k_pg
sql 

10k_p
gsql 

100k_
pgsql 

10 18% 12% 2% 1% 0% 17% 
100 20% 4% 3% 2% -4% 1% 

1000 49% 2% 2% 1% -2% 6% 
10000 26% 2% - 1% 0% - 

 
 

 
Fig. 6.  Test 5 - comparison. 

 
Table 7. Results of Test 5. 

Repeats 
1k_
my
sql 

10k_
mysql 

100k_
mysql 

1k_pg
sql 

10k_p
gsql 

100k_
pgsql 

10 2% -12% 0% 3% 6% -1% 
100 1% -3% -1% 1% -2% -2% 

1000 1% 3% - 0% -3% - 
10000 0% - - 0% - - 

 
 
 

 
Fig. 7.  Test 6 - comparison. 

 
Table 8.  Results of Test 6. 

Repeats 1k_my
sql 

10k_m
ysql 

100k_
mysql 

1k_p
gsql 

10k_p
gsql 

100k_
pgsql 

10 166% 159% 2224% 3% 82% 116% 
100 216% 201% 1602% 4% 10% 109% 

1000 227% 112% - 6% 1% - 
10000 223% - - 17% - - 

 
 
 
 
 

6.  SUMMARY 

Looking at the obtained results (shown in Section 5) we can 
observe that most of our modifications increase the 
productivity. 

The designed and implemented application, considered in this 
paper, can be easily modified in the future, in order  to work 
with the other databases and more potential test scenarios. 
The application has an open structure, so we can use it to 
compare times of run for any two queries. We can run the 
first query, and after that modify table and  automatically run 
the second query. In this manner we can compare a lot of 
different scenarios. 

Unfortunately, our workstation was not capable enough to 
store the entire test in some cases e.g. when the number of 
rows was close to 100 000. Because of that limit, we are 
thinking about moving the application to other – more 
efficient server. 
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Properties of NCGPC applied to nonlinear SISO systems 
with a relative degree one or two 
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Abstract: In this paper, we present some properties of the nonlinear continuous-time generalized 
predictive control (NCGPC) when this latter is applied to nonlinear single-input single-output (SISO) 
systems with a relative degree equal to one or two. From a simple change of coordinates, the resulting 
closed-loop linear system has, among others, the following properties: for a relative degree one, its 
equivalent time response is double the prediction horizon time; for a relative degree two, its overshoot is 
constant and equal to 0.685 with a natural frequency of 1.83 times the inverse of the prediction horizon 
time. The control law is applied to two academic examples. Some simulation results are shown to 
highlight these properties. 

Keywords: Nonlinear predictive control, continuous time systems, dynamic properties, linear analysis. 

 

1. INTRODUCTION 

Predictive control was introduced by Richalet et al. (1978) as 
a heuristic predictive model for the control of industrial 
processes. Long-range predictive controllers based on 
predictive strategy as PCA (predictive control algorithm) and 
DMC (dynamic matrix control) have also been used in Bruijn 
et al. (1980) and Cutler et al. (1980) respectively. Clarke et 
al. (1987a, b) give a more general approach of this method 
known as generalized predictive control (GPC) for discrete 
time systems. Demircioglu et al. (1991, 1992) introduced, 
respectively, continuous time generalized predictive control 
(CGPC) and multivariable CGPC, namely MCGPC, finding 
that it is more natural to solve problems of control in the 
continuous time domain. Chen (2001) and Chen et al. (2003) 
propose a control design method based on predictive control 
for nonlinear systems, for which prediction is based on 
expansion in Taylor series. A major result of this control 
design method is that closed-loop stability is guaranteed 
when the relative degree of the considered nonlinear system 
is less than or equal to four. In this paper, we focus our study 
on the properties of the closed-loop linear systems resulting 
from NCGPC control law when this latter is applied to 
nonlinear systems with relative degree one or two. Interesting 
properties rise from this study: 1) a SISO nonlinear system of 
dimension one equal to its relative degree, has a time constant 
and a time response, respectively equal to 1.5 times and 2 
times the prediction horizon time, via NCGPC control law; 2) 
a SISO nonlinear system of dimension two equal to its 
relative degree, has a constant damping ratio equal to 
Q = 0.685 for any given value of the prediction horizon time 
T and an undamped natural frequency equal to Rn = 1.83 / T. 

The paper is outlined as follows: section II presents 
unconstrained NCGPC while section III highlights the 
properties of the considered nonlinear system of dimension 
one or two. In section IV, applications are presented through 
two academic examples. 

2. UNCONSTRAINED NCGPC 

2.1  System considered 

Consider a nonlinear SISO system of the form 

�
�
�

=
+=

))(()(
)())(())(()(

txhty
tutxgtxftx


  (1) 

where x ∈ X ⊂ ℜn, y ∈ Y ⊂ ℜ and u ∈ U ⊂ ℜ. The goal is to 
find a control law so that the output y(t) of (1) tracks 
asymptotically a given reference signal L(t). Unconstrained 
predictive control consists in deriving a control law by 
minimizing a receding horizon performance index (or 
criterion), in a finite prediction horizon time without taking 
into account constraints on the vector state, the input and on 
the output. 

2.2  Relative Degree 

To simplify the exposition, the standard geometric notation 
for Lie derivatives is used in this paper. For a real-valued 
function h on ℜn and a vector field f on ℜn, the Lie derivative 
of h along f at x ∈ ℜn is given by: 
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The nonlinear SISO system (1) is said to have a relative 
degree S around x0 if 

(i) 0)( =xhLL k
fg  for all x in a neighbourhood of x0 and all 

k < M-1, 

(ii) 0)( 01 ≠− xhLL fg
ρ , regarding Isidori (1995). 

Regarding Chen (2001), the relative degree M of (1) is said to 
be well-defined if (1) has the relative degree M at all points in 
an operating set. 

2.3  Zero Dynamics 

Zero dynamics corresponds to the dynamics describing the 
internal behaviour of the system when input and initial 
conditions have been chosen in such a way that the output 
remains identically zero, Isidori (1995). 

2.3  Error Prediction 

The way to predict the output is based on the expansion in 
Taylor series. An approximation of the reference signal is 
done in the same way. The expansion in Taylor series of 
output y up to an order equal to relative degree M is 
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where t is the present instant, t + N the moment for which the 
prediction is made. R(TS) which represents high order terms 
of the Taylor series expansion of the output is neglected in 
the following. From this, 
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with 
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 (5) 

An expression of the reference signal R can be obtained in 
the same way. As our goal is to find a control law so that the 
output y asymptotically tracks the reference signal R, let us 
define the error e(t) = y(t) - L(t). Therefore, with an 
appropriate control law, the error is equal to zero in a finite 
time if and only if the output is equal to the reference signal. 
The error prediction can then be defined as 

)(ˆ)(ˆ)(ˆ τωττ +−+=+ ttyte   (6) 

where )(ˆ τ+ty  and )(ˆ τ+tw  denote, respectively, the 
approximated predicted output (4) and the approximation by 
Taylor series of the reference signal for any given instant T. 
Let 
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Rewriting (6) in the matrix form yields 

)()()(ˆ tEte ττ Λ=+    (9) 

where )()()( ttYtE Ω−= . 

2.4  Control Law 

The control law will be derived under the assumptions in 
Chen (2001) and Chen et al. (2003). Consider the receding 
horizon performance index 

[ ]� +=
T

dteJ
0

2)(ˆ
2
1 ττ   (10) 

where +ℜ∈ *T  is the prediction horizon time and T a given 
instant belonging to interval [t, t + T]. Plugging equation (9) 
into (10) yields: 
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For practical reasons, let us define the prediction matrix as 

� ΛΛ=Π
T

t dT
0

)()(),( τττρ    (12) 

where Π(T, S) is of dimensions (S + 1)×( S + 1). Thus to 
derive the control law, we need to minimize the criterion with 
respect to control u. This yields: 
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Vector E can be written as follows: 
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Separating terms which contain u from those that do not, 
yields:  
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Therefore 

[ ]))((0
)(
)( 1

1 txhLL
tu
tE

fg

t
−

×=


�

�

�

�
∂
∂ ρ

ρ   (16) 

For the sake of simplicity let us define 

))(())(( 1 txhLLtxD fg
−= ρ    (17) 

Thus substituting expression ))((1 txhLL fg
−ρ  by )(tD  in 

equation (16) and the resulting equation in (13) yields: 
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After simplifications, we obtain:  
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where Πs, of dimensions 1 × (S + 1), corresponds to the last 
row of the prediction matrix. As the relative degree is 
supposed well-defined, D cannot vanish for all x ∈ X. 
Therefore, separating (19) into two parts, one with the control 
law u on the left-hand side and other without it on the right-
hand side, yields: 
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By simplifying the left-hand side of (20), we have the 
following equation: 
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where Πss, of dimensions 1× 1, corresponds to the last 
element of vector Πs. The control law is then given by 
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Let sssK ΠΠ= −1 . The computation of K from (12) yields: 
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Define KMl as the component corresponding to the (l+1)th

column of matrix K(T, M). It is equal to 
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for any integer l so that ρ≤≤ l0 . This yields finally the 
following vector control law 
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As in Dabo et al. (2009), let consider the change of 
coordinates: 
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These new coordinates yield the nonlinear system 
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Replacing u by (25) in (27) yields the following closed-loop 
linear and controllable system 
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The characteristic polynomial PS(U) of (29) is given by 

0)( 10 =++= pKKP λλλ ρρρ �   (30) 

where KSl is given by (24). 
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3. SOME PROPERTIES OF NCGPC 

Our goal in this study is to highlight some properties of 
NCGPC when this latter is applied to nonlinear systems with 
a relative degree equal to one or two. For the sake of 
simplicity, we will consider in this study that: 1) the 
dimension of the nonlinear system is equal to the relative 
degree; 2) the reference signal L is a constant. 

3.1  Case of relative degree M = 1 

Consider a nonlinear SISO system (1) of dimension one 
equal to the relative degree S. The resulting closed-loop 
linear system has the characteristic polynomial 

λλ += 101 )( KP    (31) 

This polynomial is equivalent to the denominator D1(p) of a 
first order transfer function H1(p) given by: 

p
GpH

θ+
=

1
)( 1

1    (32) 

where G1 is the static gain and O the time constant. From this 
and by analogy, the pole of the characteristic polynomial 
P1(P) and that of the transfer function H1(p) are equivalent. 
Therefore 

θ
1

10 =K    (33) 

where K10 is the first element of (23) and is equal to 
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12!
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Hence, we have 

1
12!1

+
+=

ρ
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and as S = 1, 
3

2T=θ  and 
Tc 2
3−=−= ωλ . From this, we 

can deduce that the time response Ttr 23 == θ  and the cut-
off frequency Tc 231 == θω are functions of the prediction 
horizon time. 

Theorem 3.1: The application of NCGPC to SISO nonlinear 
system of dimension one equal to its relative degree, leads, in 
the right space of coordinates, to a linear 1st order system 
with transfer function defined by a time constant 32T=θ
and a static gain G1 equal to the reference signal L1.

3.2  Case of relative degree M = 2 

Consider a nonlinear SISO system (1) of dimension two 
equal to the relative degree S. The resulting closed-loop 
linear system has the characteristic polynomial  

2
21202 )( λλλ ++= KKP   (36) 

This polynomial is equivalent to the denominator D2(p) of a 
linear transfer function H2(p) of order two given by: 
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From (37), we can deduce the damping ratio Q and the natural 
pulsation Rn of P2(P). Hence: 
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From equation (24), we have: 
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or, equivalently,  
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Putting the second equation of the above system to the power 
two yields: 
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Therefore, we have: 
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and 
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Finally, for 2=ρ , Tn 83.1≈ω  and 685.0≈ξ . It is 
interesting to note that the damping ratio Q is always lower 
than 22 . From (36), we can deduce the complex 
conjugate poles of P2(P): 

),(),(4
22
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21
2,1 ρρρρλ TKTKjTKT −±−=  (44) 

Replacing K20 and K21 by their numerical values yields: 

( )j
T

T 33.125.11)(2,1 ±−=λ   (45) 
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From (42) and (43) the dynamics properties of 2nd order 
systems usually considered in the time domain such as rise-
time, time-to-peak and settling times can be then easily 
written as functions of T. In the frequency domain it is 
interesting to note that the percent overshoot (P.O.) and the 
maximum magnitude (MpL) are constant since they are 
functions of the damping ratio only: 1≈ωpM  and 

21.5.. ≈OP . 

Theorem 3.2: The application of NCGPC to SISO nonlinear 
system of dimension two equal to its relative degree, leads, in 
the right space of coordinates, to a 2nd order linear transfer 
function with a constant damping ratio 685.0≈ξ  and a 
natural frequency Tn 83.1≈ω . 

4. APPLICATIONS 

In this section we will consider two academic applications. 
All simulations are derived via Matlab Simulink version 
7.0.1. Zooms of some figures are given to show important 
details such as time response (relative degree one) or 
overshoot (relative degree two). For both academic 
applications of dimensions one and two, all step sizes (Max, 
Min and Initial) and the ”Absolute tolerance” are on ”auto”. 
Only the ”Relative tolerance” is kept equal to 10-3 for the first 
system and on ”auto” for the second one. The solvers used 
are Ode45 (Dormand-Prince) and Ode23 (Bogacki-
Shampine), respectively, for the first and second academic 
applications.  

1) Nonlinear system with relative degree one. Consider the 
following nonlinear SISO system of dimension one: 
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a) Analysis and application of NCGPC control law: As our 
goal is to track a desired reference signal R(t), let us define 
the error e(t) between the output y(t)and the desired reference 
signal above R(t): 

)()()( ttyte ω−=    (47) 

This yields a relative degree one that is equal to the 
dimension of (46) and hence we have no zero dynamics. In 
order to apply NCGPC control law, consider a new nonlinear 
system 

)())(()())(()( tutxeLttxhLtz gf +−= ω

  (48) 

resulting from the following change of coordinates 

)())(()( ttxhtz ω−=    (49) 

Hence we apply NCGPC control law 
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where K1 = [K10 K11] with K11 = 1. This control law 
guarantees closed-loop stability through system 

)()( 10 tzKtz −=
    (51) 

because the corresponding relative degree is one which is less 
than or equal to four, Chen et al. (2003). 

b) Simulation results: Gain matrix K1 is given in Table 1. as a 
function of the prediction horizon time T. Fig. 1. shows 
simulation results. 

Table1.  Gain matrix K1

T (s) K1
1 [1.5 1] 
2 [0.75 1] 
3 [0.5 1] 
4 [0.375 1] 
5 [0.3 1] 

Fig. 1. Time responses, error and control for different values 
of the prediction horizon time T (1 to 5 seconds). 

2) Nonlinear system with relative degree two. Consider the 
following nonlinear SISO system of dimension two: 
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a) Analysis and application of NCGPC control law: we define 
an error as (47) with the following change of coordinates 
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and hence we have the following nonlinear system 
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Applying control law u to system (54) yields the linear and 
stable closed-loop system 
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where K20 and K21 are first and second components of the 
gain matrix K2 given by K2 = [K20 K21 K22] with  K22 = 1. 

b) Simulation results: Gain matrix K2 is given in Table 2. as a 
function of the prediction horizon time T  

Table 2.  Gain matrix K2

T (s) K2
1 [3.33 2.5 1] 
2 [0.83 1.25 1] 
3 [0.37 0.83 1] 
4 [0.21 0.63 1] 
5 [0.13 0.5 1] 

Fig. 2. presents the behaviour of the stable closed-loop linear 
system for different values of T. Notice that the tracking of 
L(t) is correct and the percent overshoot (P.O.) is the 
expected one, indeed, approximately 5.21. 

Fig. 2. Overshoot, control and error for different values of the 
prediction horizon time T (1 to 5 seconds). 

6. CONCLUSIONS 

In this paper, important properties of NCGPC are highlighted 
when this latter is applied to nonlinear SISO systems with a 
relative degree equal to their dimension and lower than three. 
Future work will investigate the case of nonlinear systems 
with a relative degree equal or greater than three. We propose 
to split the resulting characteristic polynomial of (relative) 
degree greater than two into a product of polynomials of 
degree one or two. 
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Abstract: Two simple decoupling techniques are presented for decentralized PFC (Predictive Functional 
Control) control of TITO (Two-Input, Two-Output) processes. Both techniques are based on situation or 
signal dependent adaptation of the controller parameters. By means of first one the desired settling time is 
tuned in synchronization to a reference signal change. According to the second one the desired settling 
time is set dependent on the actual control error. The second method makes the synchronization to a set 
value change superfluous and its realization is therefore very easy.  

Keywords: Predictive functional control, settling time, controller adaptation  

1. INTRODUCTION 

Decoupling in multivariable processes is an important issue. 
It is desired that one manipulated variable would affect only 
one controlled variable, while the others would keep their 
previous values. MIMO (Multi-Input, Multi-Output) 
controllers can handle this problem using manually designed 
decoupling controllers or MIMO predictive controller which 
performs the decoupling automatically.  

Multivariable processes are often controlled by SISO 
controllers, because these are easier to realize than MIMO 
controllers. The question arises how the decoupling can be 
improved without complicated multivariable controller 
design. Maurath et al. (1986) recommended some partly 
complicated methods for improved decoupling.  In this paper 
two different methods are recommended for decentralized 
multivariable control. The SISO controller is realized by 
PFC (Predictive Functional Control) (Richalet and 
O’Donavan, 2009), as PFC is a very effective SISO 
controller which can also handle constraints.    

The paper is structured as follows. In Section 2 the SISO 
PFC algorithm is shown. In section 3 a TITO process is 
controlled with fixed decentralized controller parameters. In 
Sections 4 and 5 two different methods are shown how the 
controller parameters can be adapted to decrease the 
coupling effect.  

2. PREDICTIVE FUNCTIONAL CONTROL 

The principle of PFC is that the controlled variable y achieves 
the reference trajectory at the target point (or points) using 
one change (or minimal number of changes) in the 
manipulated variable u. The desired change in the controlled 
variable y during the prediction horizon np (from the actual 
time k) is calculated from the desired change of the reference 
trajectory and the predicted change of the model output ym. 
The manipulated variable u can be calculated easily from the 

change of the reference trajectory and the predicted change of 
the model output in the prediction point, see Fig.1.  

A PT1 (proportional, first-order) process without dead time 
(chosen for simplicity) is described in discrete-time as 

)1()1()1()( −++−−= kuaKkyaky p  (1) 

where y is the process output, u is the process input, a is the 
discrete-time process parameter and Kp is the static gain of 
the process. 

 
Fig.1. PFC principle 

The desired changes in the controlled output y during np can 
be defined supposing that y reaches the reference trajectory at 
the target point (np step ahead) as follows: 

)|(ˆ)()()|(ˆ knkekekyknky pp +−=−+                            (2) 

where )()()( kykyke r −=  and yr  is the constant reference 
signal. 

The reference trajectory can be chosen an exponential 
function for simplicity. Then the control error is decreasing 
monotonously:  
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where �r  is the reduction ratio of the control error. 

The reference trajectory provides the settling time t95%=Tc for 
the closed loop control system if ( )cr TtΔ−= 3expλ , where 
�t is the sampling time. 

From (2) and (3), the desired change in y is defined as 
follows: 

)()1()()|(ˆ)|(ˆ kekyknkyknky pn
rpp λ−=−+=+Δ             (4)                         

The changes of y can be predicted also using the process 
model equation: 

)1()1()1()( −++−−= kuaKkyaky mmmmm                            (5) 

where ym is the process model output, am is the discrete 
process model parameter and Km is the static gain of the 
process model.  

Supposing that the actual input signal u is kept constant 
during the prediction horizon, the predicted model output 
becomes after np steps:  
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Then, the predicted change in ym becomes: 
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Simple comparison between the predicted change of the 
reference trajectory in (4) and the predicted change of ym in 
(6) results in the manipulated variable: 

)()]([)( 10 kykkyykku mr +−=                                       (7a) 

where: 
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If the process has dead time mdd =  then )(ky  in (7a) has to 
be replaced by )|(ˆ kdky m+  

[ ])()()()|(ˆ mmmm dkykykykdky −−+=+                              (8) 

In case of higher-order aperiodic processes the transfer 
function can be partitioned in parallel connection of first-
order processes  

)1()1()1(ˆ)(ˆ ,,,,, −++−−= kuaKkyaky imimimimim            (9)  

with the corresponding parameters imK , and ima , of the i-th 
sub-process. (If the process has multiple poles then different 
but very similar poles have to be assigned to each multiple 
pole.)  

The basic algorithm can be easily extended for this case, as 
well (Khadir and Ringwood, 2008):   

 �
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where n is the order of the process, 
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3.  DECENTRALIZED CONTROL WITH FIXED 
CONTROLLER PARAMETERS 

In order to illustrate the problem of coupling a TITO process 
model (Fig.2) is considered. The two controlled variables (y1, 
y2) are controlled by the two manipulated variables (u1, u2). 

The sub-models are aperiodic processes with different static 
gains Kpij, time constants Tij, and dead times Tdij. All 
processes have some (nij) equal time constants:    
• P11: Kp11=1.5,   T11=1.0 min,   n11=2,  Td11=0.1 min 

• P12: Kp12=0.5,   T12=0.5 min,   n12=4,  Td12=0.5 min 

• P21: Kp21=0.75, T21=0.5 min,   n21=3,  Td21=0.8 min 

• P22: Kp22=1.0,   T22=2.0 min,    n22=1,  Td22=0.2 min 

The block diagram of the process is shown in Fig.2. 

 
Fig. 2.  TITO process model 

Decentralized TITO control was used with two independent 
SISO controllers with fixed parameters. The sampling time 
was Δt=0.1 min and the controller parameters of the two 
SISO controllers were:   

• prediction horizons: np1=5 and np2=2,  

• desired settling times: Tc1=Tc2=4 min.  
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The control scenario was:  

• at t=1 min stepwise increase of the reference signal of y1 
from 0 to  1,  

• at t=10 min stepwise increase of the reference signal of 
y2 from 0 to 1. 

Fig. 3 shows the decentralized TITO predictive control with 
the above parameters.  

 
a) control of output 1 

 
b) control of output 2 

Fig.3. Decentralized TITO control with constant controller 
parameters  

The control of the reference signal changes is slow and 
aperiodic (settling time t95%�7.2 min). There are changes of 
about 30% (related to the reference signal changes) with 
settling time t95%�7 min in the controlled variables whose 
reference signal was kept constant.  

4.  REFERENCE SIGNAL CHANGE-DEPENDENT 
CONTROLLER PARAMETER ADAPTION 

The main controller parameter with PFC is the desired 
settling time Tc.. The decoupling ability with a TITO process 
can be improved by tuning the settling times (Tc1 and Tc2).  

Decreasing of the desired settling time of the controlled 
variable whose reference signal was kept constant accelerates 
the control and hence reduces the control error in this 
controlled variable. Fig. 4 illustrates this case for reference 
signal changes. The controller parameters (desired settling 
time) of both controlled variables were changed from 
Tc1=Tc2=4 min to Tc1=Tc2=0.2 min for that controlled variable 
whose reference signal was not changed in the moment of the 
change of the other reference signal. The duration of the 
change was 4 min which is equal to the desired longer 
settling time. The control of the reference signal changes is 
faster than before (t95%�5.8 min) and the control error is 
about 16% (related to the reference signal changes) with t95% 

about 1.9 to 2.8 min in the controlled variables whose 
reference signal was kept constant. The plots show that the 
two processes are better decoupled than in Fig. 3 where the 
controller parameters were kept constant.  

The critical point of this method is the detection of the 
reference signal change. Sometimes this time point is known 
by the technology in advance. Otherwise a reference signal 
change can be detected with methods of signal analysis. 
Nevertheless a method which does not have to care about the 
time point of the reference signal change would be 
preferable.   

 
a) control of output 1 

 
b) control of output 2 

Fig.4. Decentralized TITO control with changing of the 
desired settling time at reference signal steps 

5. CONTROL ERROR-DEPENDENT CONTROLLER 
PARAMETER ADAPTION 

The synchronization at the reference signal change can be 
performed automatically if the desired settling times are 
decentralized functions of the control errors. With a stepwise 
change of the reference signal the control error of the related 
controlled variable is increased faster than the control error of 
the other controlled variable whose reference signal was kept 
constant. Consequently, if the settling time is set proportional 
to the control error for both controlled variables then after a 
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stepwise change of a reference signal the settling time of the 
controlled variable whose reference signal was changed will 
be higher than the settling time of the controlled variable 
whose reference signal was not changed. Consequently the 
controlled variable whose reference signal was not changed 
will be controlled faster that acts as a forced decoupling.  

The following linear dependence of the desired settling times 
on the control error were applied in the simulation:  

( ) )(min,max,min, keTTTT icicicici ⋅−+=                                       (11) 

with Tc1,max= Tc2,max=4 min and Tc1,min= Tc2,min=0.2 min.  

Eq. (11) shows that the control is fast if there is no control 
error (in steady-state) or with small control error.  

Fig. 5 shows that the control of the variables whose set value 
was changed is slightly faster than with the first method 
(t95%�4.7 min) and the control error is about 22% (related to 
the reference signal changes) with t95% of about 2.4 to 3.2 min 
in the controlled variables whose reference signal was kept 
constant).  

 
a) control of output 1 

 
b) control of output 2 

Fig.5. Decentralized TITO control with the control error-
dependent desired settling time 

The plot shows that the second method is not as good as the 
first method but the decoupling effect became much better in 
comparison with Fig. 3, where no controller parameter was 

changed. As mentioned already the realization of this control 
error dependent adaptation is easier than detecting changes in 
a set value. It is interesting that if using the control error 
dependent adaptation of the controller parameters not only 
the control of those controlled variables became faster whose 
reference signal remained constant but also of those whose 
set value was changed.  

6. CONCLUSION 

New methods were presented for reducing the decoupling 
effect of decentralized TITO PFC control with proper 
adaptation of the controller parameters. The two methods (1) 
reference signal change-dependent settling time, and (2) 
control error-dependent settling time were presented and 
simulated. Both methods have shown improved decoupling 
effects: less control error and faster control of the controlled 
signal whose reference signal was not changed. With the first 
method the control error was a bit smaller and achieved its 
final value a bit faster than with the second method. With the 
second method the controlled variable whose set value was 
changed achieved its final value faster than with the first 
method or without any adaptation of the controller 
parameters. The only disadvantage was the more turbulent 
manipulated signal which is now subject of further 
investigations. In addition it is very easy to realize the 
second method in practice. The presented idea can also be 
extended for processes with more than 2 controlled signals.  

Similar method has been successfully applied by Schmitz et 
al. (2007) with GPC (Generalized Predictive Control).   

The next step will be the application of the new controller 
tuning method for (not decentralized) TITO PFC control, 
when even better decoupling ability is expected than here.  
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Abstract: The paper presents the design method based on the memory-less feedback control
for stabilization of discrete-time systems with a sensor fault, where the fault is described by
an equality constraint given on the state variable associated with the faulty sensor. The design
conditions are presented in the form of linear matrix inequalities. The validity of the proposed
method is demonstrated by a numerical example with an equality constraint setting on the
faulty state variable sensor.

Keywords: Reconfigurable control, equality constraints, linear matrix inequalities, state
feedback, singular systems.

1. INTRODUCTION

Modern technological processes rely on sophisticated con-
trol systems to meet increased performance and safety
requirements. A conventional control for a complex system
may result in an unsatisfactory performance, or even in-
stability, in the event of malfunctions in actuators, sensors
or other system components. To overcome such weak-
nesses, new approaches to control system design have to
be developed in order to tolerate component malfunctions
while maintaining stability and acceptable performance
properties. These types of closed-loop control systems are
known as fault-tolerant control systems (FTCS) having the
ability to accommodate component failures automatically.
Bibliographical reviews can be found in Jiang (2005); Pat-
ton (1997); Zhang and Jiang (2003), new developments
in fault-tolerant control methods are presented e.g. in
Beńıtéz-Pérez and Garćıa-Nocetti (2005); Blanke et al.
(2003); Krokavec and Filasová (2007); Noura et al. (2009);
Simani et al. (2003).

In the last years many significant results have spurred
interest in the problem of determining control laws for
the systems with constraints. For the typical case where a
system state reflects a certain physical entities this class
of constraints rises because of physical limits and these
ones usually keep the system state in a region of the
technological conditions. Subsequently this problem can be
formulated using technique dealing with the system state
constraints directly, where it can be coped with efficiently
using linear system techniques (Ko and Bitmead (2007)).
Therefore, a special form of the constrained problems can
be so formulated with the goal to optimize the reconfig-
urable control structure while the system state variables
satisfy the equality constraints Krokavec and Filasová
(2008, 2009). This design task is specified as a singular
� The work presented in this paper was supported by VEGA, Grant
Agency of Ministry of Education and Academy of Science of Slovak
Republic under Grant No. 1/0328/08. This support is very gratefully
acknowledged.

one and associated methods have to be used to design the
controller parameters.

A number of problems that arise in the state feedback
control, possibly formulated using Lyapunov function,
bounded real lemma, etc. can be reduced to a handful of
standard convex and quasi-convex problems that involve
matrix inequalities. It is known that the optimal solution
can be computed by using interior point methods (Nes-
terov and Nemirovsky (1994)) which converge in polyno-
mial time with respect to the problem size, and efficient
interior point algorithms have recently been developed for
and further development of algorithms for these standard
problems is an area of active research. Some progres review
in this research field one can find in Boyd et al. (1994);
Skelton et al. (1998), and the references therein.

This paper is concerned with the problem of reconfigurable
control design while the state variable associated with
the faulty sensor is described by an equality constraint.
Based on the discrete-time state description the attention
is focused on the memory-less feedback control parameter
optimization. It is assumed that the system is free of
the actuator faults, and according to the performance of
active FTCS it is supposed that the state variable sensor
faults detection and isolation schemes are available. Con-
troller switching is taking into account since such different
faulty system representations is known, and stabilizing
controllers are pre-computed off-line.

The developed design method starts with adaptation of
the methodology given in Ko and Bitmead (2007) and
can be noted as an extension method to the pseudo-
inverse methods (PIM) considered e.g. in Staroswiecki
(2005), as well as to the degraded reference models used
in Zhang and Jiang (2003). Using simple regularization
the eigenstructure assignment method is adapted, and, in
addition to a single sensor fault, the optimized control
law parameters design conditions are derived. Finally the
numerical example is shown to demonstrate the role of
such equality constraints in the design procedure.
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2. PROBLEM FORMULATION

The systems under consideration are understood as the
multi-input and multi-output linear (MIMO) dynamic sys-
tems with single sensor faults. Without lose of generality
this class of the discrete-time linear dynamic system can
be represented in the state-space form as

q(i + 1) = Fq(i) + Gu(i) (1)
y(i) = Cq(i) + fh(i) = Chq(i) (2)

where q(i) ∈ IRn, u(i) ∈ IRr, and y(i) ∈ IRm are
vectors of the state, input and objective output variables,
respectively, and matrices F ∈ IRn×n, G ∈ IRn×r, and
C ∈ IRn×n are real matrices. It is supposed that the
system is without actuator faults and a monitored sensor
fault is modelled by an additive vector fh(i) ∈ IRr.

The standard linear memory-less state feedback controllers
of the form

u(i) = −Kq(i) (3)

are used in control reconfiguration structure, and through-
out the paper it is assumed that the couple (F ,G) is
controllable and all state variables are measurable.

3. PRELIMINARIES

Proposition 1. (e.g. see Skelton et al. (1998)) Let Λ is a
matrix variable and A, B are known non-square matrices
of appropriate dimensions such the equality

BΛ = A (4)

can be set. Then all solutions to Λ are
Λ = B�1A + (I−B�1B)Λ◦ (5)

where
B�1 = BT (BBT )−1 (6)

is Moore-Penrose pseudoinverse of B, and Λ◦ is an arbi-
trary matrix of appropriate dimension.

Proof. Supposing that the product BBT is a regular
matrix, then pre-multiplying left-hand side of (4) by the
identity matrix gives

BΛ = BBT(BBT )−1A (7)

and using notation (6) it yields

Λ = BT (BBT )−1A = B�1A (8)

Let Λ◦ is a matrix of appropriate dimension such that
substituting in (7) results in

BΛ◦ = BB�1A = BB�1BΛ◦ (9)

Thus
B(I −B�1B)Λ◦ =̇ 0 (10)

(I −B�1B)Λ◦ =̇ 0 (11)

respectively, where I is the identity matrix of appropriate
dimension. Therefore, for an arbitrary Λ◦ of appropriate
dimension (8), (11) implies (5). ��

Note, matrix pseudoinverse is generalized for a singular
matrix BBT .

Proposition 2. Let E ∈ IRn×n is a real square matrix
with non-repeated eigenvalues, satisfying the equality con-
straint

dTE = 0 (12)

Then one from its eigenvalues is zero, and (normalized) dT

is the left raw eigenvector of E associated with this zero
eigenvalue.

Proof. (e.g. see Krokavec and Filasová (2007)) If E ∈
∈ IRn×n is a real square matrix having non-repeated
eigenvalues the eigenvalue decomposition of E takes the
form

E = NZMT (13)

N = [n1 · · · nn ] , M = [m1 · · · mn ] , MT N = I (14)

Z = diag [z1 · · · zn ] (15)

where nl is right eigenvector, and mT
l is left eigenvector

associated with the eigenvalue zl of E, l = 1, 2, . . . n.
Then (12) can be rewritten as

dT [n1 · · · nh · · ·nn] diag [z1 · · · zh · · · zn]MT = 0 (16)

If dT = mT
h then the orthogonal property (14) implies

[01 · · · 1h · · · 0n ] diag [z1 · · · zh · · · zn ] MT = 0 (17)

and it is evident that (17) be satisfied only if zh = 0.

Note this can be easily proven for a square matrix with
one zero eigenvalue and some repeated eigenvalues. ��

4. CONSTRAINED CONTROL

Using the control law of the form (3) the equilibrium
control equations take the forms

q(i + 1) = (F −GK)q(i) (18)

y(i) = Cq(i) (19)

and prescribed by a matrix D ∈ IRk×n, rank (D) = k < r
there it is considered the design constraint

q(i) ∈ ND = {q : Dq = 0} (20)

where the state vectors have to satisfy equalities

Dq(i + 1) = D(F −GK)q(i) = 0 (21)

for i = 1, 2, . . . . It is supposed the matrix D is chosen by
such way that

D(F −GK) = 0 ⇒ DF = DGK (22)

respectively, as well as that the closed-loop system matrix
Fc = (F − GK) is stable (all its eigenvalues lie in the
unit circle in the complex plane Z). Therefore, ND be
the constrain subspace, and state be constrained in this
subspace (the null space of D). Under these conditions the
system state stays within the subspace, i.e. q(i), Fq(i) ∈
ND , respectively.

Solving (22) with respect to K then (5) implies all solu-
tions of K as follows

K = (DG)�1DF + (I−(DG)�1DG)K◦ (23)
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where K◦ is a design parameter matrix. Thus, it is possible
to express (23) as

K = J + LK◦ (24)

with
J = (DG)�1DF , L = I−(DG)�1DG (25)

where L is the projection matrix (the orthogonal projector
onto the null space NDG of DG).
Fact 1. Seeking a control policy of the form

u(i) = −Kq(i) + Nww(i) (26)

where Nw ∈ IRm×r, w(i) ∈ IRr, then (21) implies
Dq(i + 1) =

= D(F−GK)q(i) + DGNww(i) = DGNww(i)
(27)

and it is evident that the system steady state is not zero,
but proportional to steady state of w.

5. RECONFIGURABLE CONTROL

To design the reconfigurable control law it is supposed that
the system (1), (2) is without actuator faults and a single
fault (the h-th sensor fault) is interpreted by the constraint
(e.g. see Krokavec and Filasová (2008))

q(i) ∈ NdT

h

= {q : dT
h q = 0} (28)

dT
h = [ 0 · · · 0 1h 0 · · · 0 ] (29)

where h ∈ {1, 2, . . . , n}. This interpretation means that
the h-th sensor output is stuck at zero because of the h-th
sensor malfunction.

The above defined constraints set modifies (25) as follows

Jh = (dT
h G)�1dT

h F (30)

Lh = I − (dT
h G)T

(
dT

h G(dT
h G)T

)−1
dT

h G (31)

and
Kh = Jh + LhK◦

h (32)

The proof of the following theorem can be found in
Krokavec and Filasová (2009), and implies from properties
of the Proposition 2.
Theorem 1. Designing with respect to dT

h having struc-
ture (29) the characteristic polynomial of the closed-loop
system be

P (z) = det(zIn−Fch) = z det
(
zIn−1−Wh) (33)

where Fch = F −GKh is the closed-loop system matrix,
and Wh is its h-th principal minor.

6. RECONFIGURABLE CONTROL DESIGN

Theorem 2. For the system (1), (2) the sufficient condition
for a stable reconfigurable control is that there exist a
positive definite symmetric matrix Yh > 0, Y h ∈ IRn×n,
and a matrix Zh ∈ IRr×n such that

Yh = Y T
h > 0 (34)[

−Yh Yh(F−GJh)T−ZT
hL

T
hG

T

∗ −Yh

]
< 0 (35)

where Jh, Lh are defined in (30), (31), respectively.

Thus, K◦
h can be computed as

K◦
h = ZhY −1

h (36)

and the control law gain matrix Kh is given as in (32).

Proof. Defining Lyapunov function as follows

v(q(i)) = qT(i)Phq(i) > 0 (37)

where Ph = P T
h > 0, Ph ∈ IRn×n, then the forward dife-

rence along a solution of (1) is

Δv(q(i)) = qT(i+1)Phq(i+1)− qT(i)Phq(i) < 0 (38)

Δv(q(i)) = qT(i)(F T
chPhF ch − Ph)q(i)<0 (39)

respectively, where

Fch = F −GJh −GLhK◦
h (40)

and (39) implies

P ◦
ch = F T

chPhFch − Ph < 0 (41)

Therefore, using Schur complement property it yields

P ◦
ch =

[
−Ph (F−GJh−GLhK◦

h)T

∗ −P−1
h

]
< 0 (42)

Defining the congruence transform matrix

T c = diag
[
P−1

h In

]
(43)

and multiplying right-hand and left-hand side of (42) by
T c it can be obtained[

−P−1
h P−1

h (F−GJh−GLhK◦
h)T

∗ −P−1
h

]
< 0 (44)

and with notation

P−1
h = Yh > 0, K◦

hP−1
h = Zh (45)

(44) implies (35). ��

7. LIMITS IN GAIN NORM

Theorem 3. For the system (1), (2) a stable reconfigurable
control with norm bounded Kh exists if there exist a
positive definite symmetric matrix Yh > 0, Y h ∈ IRn×n,
a matrix Zh ∈ IRr×n and scalars μh1 > 0, μh2 > 0,
μ1, μ2 ∈ IR such that

Yh = Y T
h > 0, μh1 > 0, μh2 > 0 (46)[

−Yh Yh(F−GJh)T−ZT
hL

T
hG

T

∗ −Yh

]
< 0 (47)[

−μh1In JT
h LhZh

∗ −Y h

]
< 0 (48)[

−Y h ZT
h LT

h∗ −μh2Im

]
< 0 (49)

where Jh, Lh are defined in (30), (31), respectively.

Thus, K◦
h can be computed using (36) and the control law

gain matrix Kh is given as in (32).
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Proof. Considering (45) it is possible to write

‖u(i)‖2 = ‖Khq(i)‖2 = ‖(Jh + LhZhP h)q(t)‖2 (50)

where ‖·‖ denotes any vector norm. Then using Frobenius
norm (50) implies

qT (t)(Jh + LhZhP h)T (Jh + LhZhP h)q(t) = mh (51)

qT (t)(P
1
2
h P

1
2
h ZT

h LT
h Jh + JT

h LhZhP
1
2
h P

1
2
h )q(t)+

+qT (t)(JT
h Jh + P hZT

h LT
h LhZhP h)q(t) = mh

(52)

respectively, where mh = ‖u(i)‖2. Using property

ABT + BAT ≤ AAT + BBT (53)

to the elements of (52) in the first brackets there exists an
upper-bound

P
1
2
h P

1
2
h ZT

h LT
h Jh + JT

h LhZhP
1
2
h P

1
2
h ≤

≤ P h + JT
h LhZhP hZT

h LT
h Jh

(54)

and (52) can be rewritten as

qT (t)JT
h (Im + LhZhP hZT

h LT
h )Jh)q(t)+

+qT (t)P hq(t) + qT (t)ZT
h LT

h LhZh)P hq(t) ≥ mh

(55)

It can be possible to consider

JT
h LhZhP hZT

h LT
h Jh < μh1In (56)

and with Y h = P−1
h (56) implies (46)

With respect to the last element of (55) it can be consid-
ered

P
1
2
h ZT

h LT
h LhZh)P

1
2
h < μh2In (57)

Thus, with Y h = P−1
h it yields

ZT
h LT

h LhZh < μh2Y h (58)

−Y h + μ−1
h2 ZT

h LT
h LhZh < 0 (59)

respectively. Then, using Schur complement property, (59)
implies (49).

Therefore, inserting (56), (57) into (55) yields

qT (t)(JT
h Jh + μh1In + (1 + μh2)P h)q(t) ≥ mh (60)

This concludes the proof. ��

8. ILLUSTRATIVE EXAMPLE

To demonstrate properties of the proposed approach, the
system with two-inputs and two-outputs is used in the
example. The parameters of this system were

F =

[ 0.9993 0.0987 0.0042
−0.0212 0.9612 0.0775
−0.3875 −0.7187 0.5737

]

G =

[0.0051 0.0050
0.1029 0.0987
0.0387 −0.0388

]
, C = I3

respectively. Considering the third sensor fault described
by the equality constrain

dT
3 = [0 0 1]

the feedback gain matrix parameters were obtained as
follows

J3 =
[
−4.9935 −9.2616 7.3930

5.0064 9.2855 −7.4121

]
L3 =

[
0.5013 0.5000
0.5000 0.4987

]
Solving (34), (35) for LMI matrix variables Y 3 and Z3 us-
ing Self–Dual–Minimization (SeDuMi) package for Matlab
(Peaucelle et al. (2002)), the feedback gain matrix design
problem in the reconfigurable control was solved as feasible
with the matrices

Y 3 =

[ 0.7497 −0.2504 −0.0015
−0.2504 0.7351 −0.0172
−0.0015 −0.0172 0.8356

]

Z3 =
[
0.1802 0.8298 0.0382
0.1797 0.8276 0.0381

]
Inserting Y 3 and Z3 into (36) there was computed the
additive feedback gain matrix

K◦
3 =

[
0.6974 1.3681 0.0752
0.6956 1.3646 0.0750

]
K3 =

[
−4.2961 −7.8935 7.4683

5.7021 10.6501 −7.3371

]
The closed-loop system matrix F c3 was a stable matrix
having structure and eigenvalue spectrum as follows

Fc3 =

[ 0.9927 0.0857 0.0028
−0.1419 0.7223 0.0332

0.0000 0.0000 0.0000

]
Ω(Fc3) = [0.9357 0.7793 0.0000 ]

Solving (46)–(48) with respect to LMI variables Y 3, Z3,
μ31, μ32 gives

μ31 = 0.8572, μ32 = 1.0347

Y 3 =

[ 0.8694 −0.2370 −0.0035
−0.2370 0.7695 −0.0236
−0.0035 −0.0236 0.8767

]

Z3 =
[
0.1550 0.3028 0.0073
0.1546 0.3021 0.0073

]
which results in

K◦
3 =

[
0.3120 0.4903 0.0228
0.3112 0.4891 0.0227

]
K3 =

[
−4.6815 −8.7712 7.4158

5.3176 9.7746 −7.3894

]
Thus, the final results were

Fc3 =

[ 0.9966 0.0946 0.0033
−0.0643 0.8990 0.0437

0.0000 0.0000 0.0000

]
ρ(Fc3) = [0.9478± 0.0608 i 0.0000 ]

In order to asses the performance of the proposed de-
sign method here are now presented simulation results
to demonstrate the effect of reconfigurable control law
to the control system responses with respect to the
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Fig. 1. State variable response of the closed-loop system
(Controller design based on Lyapunov inequality)

third faulty sensor, starting from this faulty initial con-
dition. Simulated states and objective outputs shown
in Fig. 1, Fig. 2 demonstrates the effect using a con-
troller designed by Lyapunov inequality (35), and in
Fig. 3, Fig. 4 using a controller designed by (47)–
(48). All simulations reflects the control policy (26)
with Nw computed in such way that the static de-
coupling was obtained (Wang (2003)), and with wT =
= [−0.05 −0.05 ]T . As seen in the figures the short as
well as the long run behavior of the control system is quite
acceptable.

9. CONCLUDING REMARKS

In this paper the constructive design method based on the
classical memory-less feedback control for the stabilization
of discrete-time systems with one faulty sensor is pre-
sented. The required state feedback gain can be obtained
by solving a linear matrix inequality (LMI) feasibility
problem. This ensures that the closed-loop system control
law gain matrix is optimized while the optimal solution is
founded since LMI still form the basis of these algorithms.

Computational methods for determining feedback gains
based on the equality constrains as mentioned above are
discussed in Ko and Bitmead (2007). Adaptations to
reconfigurable control design in Krokavec and Filasová
(2008, 2009) are derived using linear quadratic control
(LQR) principle, which appears to be applicable if the
criterion cost matrices are changed in dependency on con-
sidered single sensor fault. In contrast, the above presented
design principle is based on asymptotical stability of the
closed-loop systems. Using Lyapunov inequality based de-
sign principle no free matrix design parameter can be used
to tune the system dynamic properties. To overlap this
design principle with limits in the gain norm is introduced
to obtain a positive impact in reducing the control action
activity.

Of course, there may exist some sensors in any system,
which staying faulty the system cannot be stabilized using
presented methods owing to numerical instability problem.

The validity of the proposed methods is demonstrated by
a numerical example with an equality constraint tying a
faulty sensor. In the example it was shown that a sensor
fault model (in an output error sense) can be used if a
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Fig. 2. Objective output response of the closed-loop system
(Controller design based on Lyapunov inequality)

equality constraint is set on a faulty sensor output. This
suggest that a more theoretical and complete investiga-
tion of this principle may be worthwhile. We intend to
continue studying the applications of similar techniques
to understanding issues in reconfigurable control system
design. In particular, we hope that analogous techniques
to those developed in this paper will be useful for studying
other classes of faults.
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Abstract: In this paper, we propose a set-point reconfiguration approach based on reference-offset
governor device and reconfigurable Linear Quadratic Regulator (LQR). Limited by constraints, the
nominal performances of any system may be degraded according to fault occurrence. The idea is to
modify the nominal set-point where the constraints are threatened to be violated especially after a severe
actuator fault appearance. The effectiveness of the proposed method is illustrated by an aircraft numerical
example affected by actuator faults and subject to constraints on the actuator dynamic ranges.

Keywords: Fault tolerant control systems, set-point reconfiguration, reference governor, LQ Controller,
actuator fault.

1. INTRODUCTION

In industrial processes, systems to be controlled are becoming
more and more complex. One of these complexities is due to
the necessity of satisfying input/state constraints which is dic-
tated by physical limitations of the actuators. Meanwhile, some
plant variables must be kept within safe limits. In recent years,
several feedback control techniques of dynamic systems have
been developed which are able to handle input and/or state-
related constraints (See Angeli et al. [2001]; Bemporad et al.
[1997]; Casavola et al. [2000]; Gilbert et al. [1995]; Gilbert and
Tan [1991]). In general, these methods are based on predictive
approaches which are used to synthesize Command or Refer-
ence Governor. In Kolmanovsky and Sun [2006] a Parameter
Governor unit is proposed which enforces pointwise-in-time
constraints on the evolutions of relevant system variables. Later,
both Reference Governor and Parameter Governor actions are
integrated in a single unit as Reference-Offset Governor (ROG)
in Casavola et al. [2007], which adds many advantages espe-
cially in enlarging the set of feasible evolutions of the system.
The function of ROG device is to modify, whenever necessary,
the reference and add an offset to the nominal control action in
order to enforce pointwise-in-time constraints and to improve
the overall system transient performance (See Casavola et al.
[2006, 2007]).

Regarding Fault-Tolerant Control (FTC) design, the post-fault
system should recover the original performance but sometimes
(See Jiang and Zhang [2006]; Zhang and Jiang [2003]), it is
considered that the system can operate under degraded perfor-
mance. Besides that, the degree of the system redundancy and
the available actuator capabilities can be significantly reduced
according to the magnitude of the fault. Moreover, the FTC may
cause damage to the system, and even result in loss of system
stability (See Jiang and Zhang [2002]).

In this paper, a new reconfiguration approach based on set-point
modification using Reference-Offset Governor device is pro-
posed to act in severe actuator faults. In fact, when the magni-
tude of fault is important, the probability of actuator saturation
and performance degradation is high. This situation requires to
switch to degraded mode with degraded performance. In our
case, the performance degradation is achieved by changing the
nominal set-points according to the importance of the actuator
fault magnitude.

The main contribution of this paper is to add a Reference-
Offset Governor unit to a classic reconfigurable system in order
to improve the system transient performance and to reduce
the system performance degradation after severe actuator fault
occurrence. The formulation of the problem is presented in
section 2. Section 3 is reserved to the design of the FTC
system with the ROG unit and the LQ controller. Section 4 is
dedicated to illustrate the idea with an example of flight control
followed by simulation results. Finally, the paper is ended by a
conclusion.

2. PROBLEM FORMULATION

Let us consider the following Linear Time-Invariant (LTI) sys-
tem in discrete time{

x(t +1) = Ax(t)+Bu(t)+Gdd(t)
y(t) =Cx(t)

(1)

Where x(k) ∈ Rn is the state vector, u(k) ∈ Rm is the input
vector, y(k) ∈ R p is the output vector, d(t) ∈ Rnd is an ex-
ogenous bounded disturbance and (A,B,C,Gd) represents the
system dynamics.

Let rank (C)=p and rank (B)=m≥ p. Assume that the full-state
x is available. By solving the Linear Quadratic Regulation prob-
lem (See Staroswiecki [2003]; Harkegard and Glad [2005]), the
optimal control law is given by :
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u(t) =−Kx(t)+Krr(t) (2)

with

K = R−1BT P (3)

Kr = R−
1
2 (C(BK−A)−1BR−

1
2 )+ (4)

where Q is a positive semi-definite matrix and R is a positive
definite matrix. Q and R are preselected by the designer to
achieve the nominal performance. P is a unique positive semi-
definite and symmetric solution of the Algebraic Riccati Equa-
tion (ARE)

AT P+PA+Q−PBR−1BT P = 0 (5)

Let us consider the global system including the ROG unit and
the feedback controller, as depicted in Fig. 1.

ROG Kr Plant 

K

r c 
x

y ug
θ

+
+
- 

Fig. 1. Global system diagram including Controller and ROG
blocs

According to Fig. 1, the control input can be written as :

u(t) =−Kx(t)+Krg(t)+θ(t)
=−Kx(t)+Kzz(t) (6)

where Kz = [Kr Im] and z(t) = [g(t) θ(t)]T .
One replaces (6) in (1), one gets

x(t +1) = (A−BK)x(t)+BKzz(t)+Gdd(t)

= Φx(t)+Gz(t)+Gdd(t) (7)

Where Φ = (A−BK) and G = BKz.
Besides, if one considers only the control input constraints, and
one puts Hc =−K and L = Kz

c(t) = Hcx(t)+Lz(t)+Ldd(t) (8)

So, the LTI system in (1) becomes⎧⎨⎩
x(t +1) = Φx(t)+Gz(t)+Gdd(t)

y(t) = Hyx(t)
c(t) = Hcx(t)+Lz(t)+Ldd(t)

(9)

with x(t) ∈ Rn the state vector which includes the controller
states; g(t) ∈ R p the manipulable reference which would es-
sentially coincide with the reference r(t) ∈ R p; θ(t) ∈ Rm

an adjustable offset on the nominal control law which is as-
sumed to be selected from a given convex and compact set Θ,
with 0m ∈ intΘ; d(t) ∈Rnd an exogenous bounded disturbance
satisfying d(t) ∈ D ;∀t ∈ Z+ with D a specified convex and
compact set such that 0nd ∈ D ; y(t) ∈ R p the output, viz. a
performance related signal; c(t) ∈ Rnc the constraints vector,
c(t) ∈ C ; ∀t ∈Z+; with C ⊂Rnc a prescribed constrained set.
It is assumed that:

A.1) Φ is a stable matrix;

A.2) System (9) is offset-free w.r.t. g(t) i.e.

Hy(In−Φ)−1Gg = Ip

where z(t) = [g(t) θ(t)]T ∈R p+m, is the ROG output and the
following matrices are defined G = [Gg Gθ ], L = [Lg Lθ ].

The ROG design problem consists of generating, at each time t;
the command input z(t) as an algebraic function of the current
state x(t) and reference r(t)

z(t) := z̄(x(t),r(t)) (10)

The ROG output is based on the minimization of a cost function
subject to prescribed constraints. The cost function has the
following form

J(x(t),z(t),r) = ‖g(t)− r‖2
Ψg

+‖θ(t)‖2
Ψθ

(11)

where Ψg =ΨT
g > 0m, Ψθ =ΨT

θ > 0m and ‖v‖2
Ψ := vT Ψv. Thus,

at each time t ∈ Z+, the ROG output is chosen according to
the solution of the following constrained optimization problem
Casavola et al. [2007]

z(t) := arg min
z∈V (x(t))

J(x(t),z(t),r) (12)

3. FTC SYSTEM DESIGN

Let us consider the following proposed scheme in FTC solution
(See Fig. 2).

ROG Plant r 
x

y ug
θ

+
+
- 

FDD stage

( , , )f fx GΦ
Reconfiguration  

module Γ

Kf 

Kf
r 

fault

Fig. 2. Proposed scheme of FTC system design

3.1 Controller Reconfiguration

Assume that, after fault occurrence, the new dynamic system
behavior of the LTI model is :{

x(t +1) = A f x(t)+B f u(t)
y(t) =Cx(t)

(13)

where the matrices A f and B f are detectable and the system
post-fault is controllable. Assuming that (A f ,B f ) is still stabi-
lizable and from the Bellman’s optimality principle, the opti-
mal reconfigurable strategy (Staroswiecki [2003]) consists of
applying a new optimal control to system (13)

u f (t) =−Kf x(t)+K f
r r(t) (14)

with

Kf = R−1BT
f Pf (15)

K f
r = R−

1
2 (C(B f Kf −A f )

−1B f R−
1
2 )+ (16)

where Pf is a unique positive semi-definite and symmetric
solution of the Algebraic Riccati Equation (ARE)

AT
f Pf +Pf A f +Q−Pf B f R−1BT

f Pf = 0 (17)
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3.2 ROG design in faulty case

We propose here an extension of the ROG principle (See
Casavola et al. [2007]) in the faulty case. First of all, it is
assumed that the matrices A f and B f are detectable and the
system after fault is controllable. Besides, the controller is
reconfigurable and the new feedback and feed-forward gains

are denoted Kf and K f
r . Also, it is considered hereafter the

actuator faults only which implies that

A f = A (18)

B f = B(Im−Γ) (19)

where Γ is the fault distribution matrix;

Γ = diag(γi) (20)

with γi ∈ [0;1] for i ∈ {1, ...,m} and m denotes the number of
actuators.

In closed-loop scheme, the system state representation is given
by :

x(t +1) = (A−B f Kf )x(t)+B f K f
z z(t)+Gdd(t)

=(A−BKf +BΓKf )x(t)+(BK f
z −BΓK f

z )z(t)+Gdd(t)

=(Φ+BΓKf )x(t)+(G−BΓK f
z )z(t)+Gdd(t)

=Φ f x(t)+G f z(t)+Gdd(t) (21)

where Φ f and G f represented the global system dynamics after
fault occurrence :

Φ f = Φ+BΓKf (22)

G f = G−BΓK f
z (23)

Thus, the state description of the plant becomes :⎧⎨⎩
x(t +1) = Φ f x(t)+G f z(t)+Gdd(t)

y(t) = Hyx(t)

c(t) = H f
c x(t)+L f z(t)+Ldd(t)

(24)

Considering the ROG unit in the faulty case as shown in Fig. 2,
and we assume that :

B.1) Φ f is a stable matrix;
B.2) system (24) is offset-free w.r.t. g(t) i.e.

Hy(In−Φ f )
−1G f

g = Ip

The solution of the cost function (11) is :

z(t) := arg min
z∈V f (x(t))

J(x(t),z(t),r) (25)

with V f (x(t)) is the set of the disturbance-free virtual evolution
of the constraints vector c̄ f (k,x(t),z) after fault occurrence

V f (x(t)) = {z ∈W f
δ : c̄ f (k,x(t),z) ∈ C f

k ,∀k ∈Z+} (26)

where c̄ f (k,x(t),z) is given by :

c̄ f (k,x(t),z) = H f
c

(
Φk

f x(t)+
k−1

∑
i=0

Φk−i−1
f G f z

)
+L f z (27)

and the two sets; W f
δ and C δ

f ; are given by :

W f
δ := {z ∈R p+m : c̄z ∈ C δ

f } (28)

C δ
f := C f

∞ ∼Bδ (29)

Note that C f
∞ is constructed from recursive sets C f

k

C f
∞ :=

k f
0⋂

k=0

C f
k (30)

where the sets C f
k are defined from k ∈ {0,1, . . . ,k f

0} as

C f
0 := C f ∼ LdD

...

C f
k := C f

k−1 ∼ H f
c Φk−1

f GdD

(31)

with C f is the prescribed constrained set after fault occurrence.
The following properties hold true for the above described ROG
in faulty case.

Theorem 1. Let assumptions (B.1) be fulfilled. Consider system
((24)) along with the ROG selection rule (25), and let V f (x(0))
be non-empty. Then:
1. The minimizer in (25) uniquely exists at each t ∈ Z+ and
can be obtained by solving a convex constrained optimization
problem, viz. V f (x(0)) = V (x(t f )) non-empty implies V f (x(t))
non-empty along the trajectories generated by the ROG com-
mand (24). Such the time of fault occurrence t f is detrmined by
the FDD stage.
2. The set V f (x(t)),∀x(t) ∈ Rn, is finitely determined, viz.

there exists an integer k f
0 such that if c̄ f (k,x(t),z) ∈ C f

k ,k ∈
{0,1, . . . ,k f

0}, then c̄ f (k,x(t),z) ∈ C f
k ∀k ∈ Z+. Such a con-

straint horizon k f
0 can be determined off-line.

3. The constraints are fulfilled for all t ∈Z+.
4. The overall system is asymptotically stable; in particular,
whenever r(t) ≡ r, lim

t→∞
θ(t) = 0m, and g(t) converges either to

r or to its best steady-state admissible approximation r̂, with

ẑ(t) := [r̂ 0m]
T := arg min

z∈V (x(t))
J(x(t),z(t),r) (32)

Consequently, by the offset-free condition (B.2), lim
t→∞

ȳ(t) = r̂,

where ȳ is the disturbance-free component of y.

Proof. The proof is similar to that presented in Casavola et al.
[2007].

4. NUMERICAL EXAMPLE

The example of study concerns a flight control example
for delta-canard configuration describing small single engine
fighter, presented in (Harkegard and Glad [2005]). In this ex-
ample, the controlled variables are the angle of attack, α , the
sideslip angle, β and the roll rate, p. The system state includes;
besides the manipulated variables; the pitch rate, q, and the yaw
rate, r. The control surface vector contains the position of the
canard wings, δc, the right and left elevons, δre and δle, and the
rudder, δr.
For this considered flight case, we consider a low speed, Mach
0.22, and altitude 3000m. Besides, we suppose that the actuator
dynamics are neglected and the actuator position constraints are
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δmin = (−55◦ −30◦ −30◦ −30◦)T

δmax = (25◦ 30◦ 30◦ 30◦)T

Consider the following vectors for output, state and control
variables

y = (α β p)T

x = (α β p q r)T

δ = (δc δre δle δr)
T

The nominal set-points of regulated outputs are; 30◦ for the
angle of attack, α , and 10◦ for the sideslip angle, β , and 70◦/s
for the roll rate, p.

For sampling time of 0.5s, the linearized discrete-time model is{
x(t +1) = Ax(t)+Bδ (t)

y(t) =Cx(t)
(33)

where the numerical values of the system matrices are

A =

⎛⎜⎜⎜⎝
1.0214 0.0054 0.00030.4176−0.0013

0 0.6307 0.0821 0 −0.3792
0 −3.4485 0.3979 0 1.1569

1.1199 0.0024 0.00011.0374−0.0003
0 0.3802−0.0156 0 0.8062

⎞⎟⎟⎟⎠

B =

⎛⎜⎜⎜⎝
0.1823 −0.1798 −0.1795 0.0008

0 −0.0639 0.0639 0.1397
0 −1.5840 1.5840 0.2936

0.8075 −0.6456 −0.6456 0.0013
0 −0.1005 0.1005 −0.4114

⎞⎟⎟⎟⎠

C =

(
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

)

For the LQ controller, we fix Q and R to

Q = diag(1,2,1,1,3)
R = diag(5,20,12,2)

we obtain the following nominal controller feedback and feed-
forward gains:

K =

⎛⎜⎝ 1.0610 0.0059 0.0003 0.6264−0.0012
−0.9294 0.2306−0.2042−0.5348−0.1089
−0.9275 −0.2409 0.2037−0.5338 0.1110

0.0040 0.4245 0.1228 0.0021−1.1279

⎞⎟⎠

Kr =

⎛⎜⎝ 0.8393 −0.0049 0.0001
−0.7818 −0.7399 −0.3450
−0.7793 0.7481 0.3448

0.0054 1.9978 −0.2161

⎞⎟⎠
For the global system representation as in equation (9), the
numerical values are

Φ =

⎛⎜⎜⎜⎝
0.4944 0.0022−0.0000 0.1115 0.0001
−0.0007 0.6015 0.0388−0.0004−0.2357
−0.0041−2.8261−0.2844−0.0022 1.1397
−0.9357−0.0096−0.0007−0.1583 0.0035

0.0014 0.6022−0.0060 0.0008 0.3201

⎞⎟⎟⎟⎠

and G = [Gg Gθ ] with

Gg =

⎛⎜⎜⎜⎝
0.4335 −0.0006 −0.0000
0.0009 0.3742 0.0139
0.0055 2.9437 1.0293
1.6856 −0.0066 −0.0001
−0.0020 −0.6723 0.1582

⎞⎟⎟⎟⎠

Gθ =

⎛⎜⎜⎜⎝
0.1823 −0.1798 −0.1795 0.0008

0 −0.0639 0.0639 0.1397
0 −1.5840 1.5840 0.2936

0.8075 −0.6456 −0.6456 0.0013
0 −0.1005 0.1005 −0.4114

⎞⎟⎟⎟⎠
The following sub-figures in figure Fig. 3 show the set-points
tracking (See Fig. 3 (a)-(b)-(c)) and the corresponding controls
signals (See Fig. 3 (d)-(e)-(f)-(g)) in fault-free case. In Fig.
3 (f), the control input is near the upper limit but does not
reached it. As shown on sub-figures (d)-(e)-(g), the control
signals are far from upper and lower control limits which means
that all contraints are respected for all actuators. Thus, the
reference offset-governor unit does no action which implies
that the continuous line and dotted line in Fig. 3 (a)-(b)-(c)
are superimposed and there is no modification of nominal
references.
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Fig. 3. Fault-free system (a)-(b)-(c) System responses: dotted
line - without ROG bloc, continuous line - with ROG bloc,
and References : continuous line - nominal, dashed line -
modified, (d)-(e)-(f)-(g) Control signals : continuous line
- with ROG bloc, dotted line - without ROG bloc, dashed
line - upper and lower control limits.

5. SIMULATION RESULTS AND INTERPRETATIONS

To illustrate our approach, a lost of 100% of actuator effective-
ness is considered. The occurrence of the fault is at time 10s
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and concerns either the actuator 2 or the actuator 3. Note that in
both cases, only one actuator is broken.

• case 1 : 100% lost of actuator 2 effectiveness

In this case, the new feedback and feed-forward gains of the
controller after reconfiguration are

Kf =

⎛⎜⎝ 1.7344 −0.3156 0.0339 1.1212 0.1815
0 0 0 0 0

−0.5373 −0.1796 0.0920 −0.3455 0.0648
−0.2883 1.4736 0.1858 −0.1734 −2.0529

⎞⎟⎠

K f
r =

⎛⎜⎝ 0.9554 1.4063 0.2814
0 0 0

−0.7327 1.7443 0.3325
−0.3864 3.1164 −0.3635

⎞⎟⎠
The results of simulation are shown in Fig. 4.
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Fig. 4. Faulty-system in case 1: (a)-(b)-(c) System responses:
dotted line- without ROG bloc, continuous line- with ROG
bloc, and References : continuous line- nominal, dashed
line- modified, (d)-(e)-(f)-(g) Control signals : continuous
line- with ROG bloc, dotted line- without ROG bloc,
dashed line- upper and lower control limits.

In this figure (See Fig. 4), the continuous and dotted lines in
(a)-(b)-(c) are not superimposed after time 10s; time of fault
occurrence. This observation means that one or more actuators
are saturated. This point is confirmed by graphes at Fig. 4 (f).
The left elevon control, δre, reaches the upper limit few seconds
after the fault occurrence which induces the saturation of the
actuator 3 and the performance degradations in three outputs.
However, the solution with ROG unit improves enormously the
different outputs by small set-point changing in the sideslip
angle, beta (See continuous line in Fig. 4 (b)). Note that the
system track perfectly the new generated references.

• case 2 : 100% lost of actuator 3 effectiveness

In this case of study, the reconfiguration module generate the
new following controller feedback and feed-forward gains :

Kf =

⎛⎜⎝ 1.8540 0.2370 −0.0227 1.1950 −0.1272
−0.3631 0.1360 −0.0594 −0.2325 −0.0552

0 0 0 0 0
0.2216 1.5692 0.1857 0.1336 −2.1151

⎞⎟⎠

K f
r =

⎛⎜⎝ 1.1167 −1.5459 −0.2592
−0.4946 −1.7990 −0.3000

0 0 0
0.2971 3.2205 −0.3767

⎞⎟⎠
The results of simulation are shown in Fig. 5.

0 10 20 30

0

10

20

30

40

50
The angle of attack α

(d
eg

)

(a)

0 10 20 30
−10

0

10

20
The sideslip angle β

(d
eg

)

(b)

0 10 20 30
−50

0

50

100
The roll rate p

(d
eg

/s
)

(c)

0 10 20 30
−60

−40

−20

0

20

The canard wings control δc

(d
eg

)

(d)

0 10 20 30

−20

0

20

The right elevon control δre

(d
eg

)

(e)

0 10 20 30

−20

0

20

The left elevon control δle

(d
eg

)

(f)

0 10 20 30

−20

0

20

The rudder control δr

(d
eg

)

(g)

Fig. 5. Faulty-system in case 2: (a)-(b)-(c) System responses:
dotted line- without ROG bloc, continuous line- with ROG
bloc, and References : continuous line- nominal, dashed
line- modified, (d)-(e)-(f)-(g) Control signals : continuous
line- with ROG bloc, dotted line- without ROG bloc,
dashed line- upper and lower control limits.

In this case of fault (See Fig. 5), the degradation of the sys-
tem performance in the standard scheme; with reconfigurable
bloc only; is quite obvious (See dotted line in Fig. 5 (a)-(b)-
(c)). Nevertheless, our proposed FTC scheme with ROG bloc
reduces the performance degradation of the post-fault system
and ensures the system stability (See continuous lines in Fig. 5
(a)-(b)-(c)). Besides, the modified references (See dashed lines
in Fig. 5 (b)-(c)) make the constraints on control not violated
(See dotted line in Fig. 5 (d)-(e)-(f)-(g)). Only the canard wings
control, δc reach th lower limit which explains the important
degradation in sideslip angle, beta (See dashed and continuous
lines in Fig. 5 (b)). Finally, we can see the total lost of effec-
tiveness of actuator 3 after the occurrence of fault at time 10s
(See continuous line in Fig. 5 (f)).
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6. CONCLUSION

This paper presented a new approach for fault accommodation
by modifying the nominal set-points in order to reduce the sys-
tem performance degradation and ensure the system stability,
in the case of severe actuator fault occurrence. This approach is
based on reconfigurable controller and Reference-Offset Gov-
ernor unit which basic function is to avoid the constraints vio-
lation. The simulation results of a numerical example proof that
this technics might improve the system performance and ensure
a safe plant functioning.
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Abstract: An automaton fixes the connections among functional states in a process. If the functional 
states are obtained by clustering, non all classes or functional states are defined by the human operator, 
consequently, a method to suggest the connections among classes is necessary. The proposed method 
allows estimating automatically the automaton from the membership degrees obtained by a fuzzy 
clustering method. The method was used to find a Fuzzy Automaton of a steam generator process. In 
order to verify the independence of the clustering method, three different clustering techniques were 
used. The connection method proposed gives the same results for these cases. 
Keywords: System Monitoring, Fuzzy Clustering, Fuzzy Automata, Complex Systems, Functional States. 

�

1. INTRODUCTION 

In the industrial environment, the human operator has the 
knowledge of the process. This expert can perform 
multivariable analysis to identify states and to track the 
ongoing process of the system, which he anticipates a failure 
state (Isermann, 2006). The supervision systems and fault 
diagnosis, based on detection of the functional states allow 
estimating the current behavior of a process. It constitutes an 
aid to the human operator (Lamrini, et al., 2005). In a 
complex process, the operator knows the system and some 
functional states, but he may not know all connections among 
functional states (Aguilar, 2007). Moreover, when applying 
clustering techniques new classes may be created which are 
ignored by the expert and are useful for diagnosis.  

To assist to the operator in the task of supervision, fuzzy 
clustering methods have allowed finding classes by means of 
the historical data. In order to establish an automaton, these 
classes are associated to functional states and are 
interconnected. For these connections, Waissman, et al. 
(2005) proposed the deterministic fuzzy automata. This 
approach uses the classification information according to the 
number of samples belonging to a class, and the result is 
validated by the human operator. The graph of connections is 
constructed based on the sequences of changes among 
functional states by means of the classification with new data. 
Kempowsky, et al. (2006) defined transitions and frequencies 
matrices according to the changes among classes obtained by 
the classification of historical data. In these methods there is 
a fully dependence of the connections on the historical data. 
Kempowsky’s approach only allows finding connections 
among classes with transitions in the historical data. 
Subsequently, there may appear connections that the expert 
considers necessary, but that the complex system does not 
detect due to the lack of examples of transition among 
functional states in the historical.  

The Fuzzy Automata have been used to establish connections 
defined by a weight of the transitions by means of a set of 
initial, internal and final states (Klir and Yuan, 1995). Two 
types of automata exist, deterministic fuzzy automata which 
allow obtaining a connection from an initial state to a final 
state only, and non- deterministic fuzzy automata that allow 
establishing connections from an initial state to all final states 
(Omlin, et al., 1998). The former was used to construct 
connections among states known by the expert (Waissman, et 
al., 2000). This approach used the historical data 
classification in to the functional states established by the 
expert. Consequently, this automaton does not help to create 
connections not considered in the historical data.  

In this paper is proposed a method to construct a transition 
matrix that includes connections among functional states, and 
that does not exclusively depend on the transitions in the 
historical data. The method only depends on the membership 
degrees matrix; consequently, the method can be applicable 
to any fuzzy clustering technique. In our method, the 
transition matrix is constructed and updated by means of the 
Hebbian learning. The method is applied to find the 
automaton of a subsystem of boiler of a steam generator.  
This system was designed as a version to pilot scale of a real 
steam generator for a nuclear central (characteristics of the 
process are described in section 4). The same case was used 
to validate Kempowsky’s approach (Kempowsky, 2004). 

In section 2, general theory of the Fuzzy States Machines and 
the Hebbian Learning used in non-supervised learning in 
neural networks are presented. In section 3, the proposed 
method for obtaining and updating membership degrees 
transition matrix is presented. The implementation of the 
proposed method to a steam generator system, and a 
comparison of the results obtained with three Fuzzy 
Clustering methods are presented in section 4. Finally, in 
section 5 the conclusions and perspectives are presented.  
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2. FUZZY STATES MACHINE AND HEBBIAN 
LEARNING 

The Fuzzy States Machine (FμMS) consists on a set of states 
and their respective transitions associated to membership 
degrees. The concept of FμMS was proposed for the first 
time by Wee and Fu (1969), as a fuzzy automaton that 
represents the graph of connections in a transitions matrix. 
For definition, a fuzzy automaton with finite states is the six-
tuple M = {Σ, Q, R, Z, δ, ω}, where Σ is the set of alphabet, Q 
is the set of states, R is the initial state fuzzy automaton (R ϵ 
Q), Z is the finite output alphabet, δ: Σ x Q x [0,1] → Q is the 
fuzzy transitions map and ω: Q → Z is the output transitions 
map. If ω is ignored and a five-tuple L(M) = {Σ, Q, R, Z, δ } 
is considered, where L is the language that the automaton 
interprets, each transition between two states is going to be 
defined by a weight θa,b,p → [0,1], where a and b are the 
indices of the states and p is the index of alphabet that 
correspond to the transition (Omlin, et al., 1999). Therefore, 
each transition of states, qa → qb, with a input of symbol rp 
and weight θa,b,p is going to be defined as rp/θa,b,p.  

The methodology for automatic connections among 
functional states will use the subsets Σ, Q y δ because the 
graph of connections is static and constant in time if the 
classification is carried out with the historical data. The 
transition matrix, Δ, is going to represent all connections 
among states, as shown in (1): 
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In section 3 a new representation of the matrix Δ will be 
shown. The difference in the new representation does not 
consider the input symbols p. The Hebbian learning is a 
technique that has allowed carrying out the updating of 
weight of an Artificial Neural Network. By definition, it is an 
updating function of a weight wn,m (Bishop, 2006), expressed 
in (2). 

              �  �  � mnmnmn yxww ��
� ��� ,, 1                 (2)      
Where n is the number of the current iteration, xn is the n-th 
input to the network, ym is the m-th network output and ε is 
the learning parameter.  

This proposal uses the theory of the FμMS to establish the 
initial frequencies of connections with all classes obtained by 
a fuzzy clustering method. In the case of automatic 
connections, if the connection has a likely transition among 
states, the Hebbian learning can use it to update the 
connections and thus remove those that are weaker. In 
addition, as the update of the matrix is non-supervised, self-
organizing maps algorithm is used to propose an automaton. 
The expert analyses the new connections that are suggested 
and to decide the relationship they have with the behavior of 
the process (the algorithm is explained in section 3.2). In the 
next section, the implementation of fuzzy states machines and 
Hebbian learning are explained to construct and update 
transition matrix. 

3. FROM FUZZY PARTION TO AUTOMATON 

The method calculates a membership degrees transition 
matrix based on the membership degrees.  The membership 
degrees are the result of the clustering of historical process 
data. When using the theory of Fuzzy States Machine, the 
method establishes all connections among functional states to 
update the matrix by using the Hebbian learning and 
self−organizing maps algorithm. Finally, the graph of 
connections among functional states is constructed by means 
of transition matrix; it represents the behaviour of the 
process. Fig. 1 presents the diagram of the method at each 
step which will be explained in detail in sections 3.1, 3.2 and 
3.3. 

 

Fig 1. Scheme of the connection method. 

3.1 Obtaining of the Membership Degrees Transition Matrix  

Let U be a membership degrees matrix, 
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for i samples and j classes. The μi,j is the membership degree 
of the sample i to the class j. Using (3), the maximum 
membership degree is determined for each sample i 
associated to a class c, μmaxi,c, where c →[1, …, j], as in (4). 

               �  jc1 c for maxmax cici, ���
 ,,��           (4) 

μpc is defined as the average of the maximum membership 
degrees of the samples i that belongs to a class c, as in (5). 
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Where Nc is the number of samples with μmaxi,c that belongs 
to a class c. Using (5), a matrix UP is created. This matrix 
associates each membership degree μpc with its 
correspondent class Cc, expressed in (6). 
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Using (6), the new transition matrix is constructed by 
applying the theory of Fuzzy States Machines (see section 2). 
In this case, a Non-Deterministic Fuzzy States Machine is 
proposed.  There are connections from an initial fuzzy state 
activity Sa to multiple fuzzy states Sb, been b ≠ a (Reyneri, 
1997). The interest of the method is focused on knowing the 
membership degrees of transition μ(ta,b) ranging from the 
states a → b and b → a. The transitions matrix obtained 
assigns a frequency to each one of the possible connections 
among functional states. Beginning with all likely 
connections, the expert can avoid ignoring useful transitions 
which are not considered in the historical data. For a sample 
assigned to the state Sb with a membership degree μ’(Sb),  it is 
possible defined μ’(Sb) as the contribution of μ(ta,b).  μ(ta,b) 
defines the connection degree of the states a → b. The 
relation between the final state Sb and the state Sa (with a 
membership degree μ(Sa)), is defined in (7) (Alvim and Cruz, 
2008). 

                           �  � abab StS ��� ,)(' 
                     (7) 

Where for � a, 1 � a � j and � b, 1 � b � j. The average of 
membership degrees of fuzzy state activities is known, which 
is associated with μ(Sa) and μ’(Sb); μ(ta,b) is estimated by 
using (7). When μ(ta,b) > 1, it is suggested to carry out a 
normalization, μ�(ta,b), as is proposed in (8). 
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It is important consider that sub-index a as the initial state 
and the sub-index b as a final state. Transitions within the 
same active and final fuzzy state (that is a = b) have a 
membership degree of 1, but for reason of the construction of 
the graph of connections they are not taken into account. 
Hence, in the method connections of one state to another are 
estimated but not the possibility remaining in one same state. 
The sum of μ(ta,b) over all b, as in (8), satisfy the equation (9) 
(Demasi, 2003). 

                                      1)(
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1
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bat�                                (9) 

Thus, the ratio between the sum of the membership degrees 
of the final states μ’(Sb), if b ≠ a, and the sum of the μ�(ta,b) 
determine the membership degree of the state μ(Sa). 
Moreover, by using (9) is deduced that:  

        �  �  �  � ��� 
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Equation (10) allows to permanently conserve all time the 
activation of the functional states, because adding the 

membership degrees of all the states μ’(Sb) will allow to 
conserve the membership degree of the initial state μ(Sa), if 
the sum of all transitions is equal to 1, as in (9). With this 
criterion, fuzzy states machine will preserve the belonging of 
the functional states all time (Demasi, 2003). Using (8), the 
membership degrees transition matrix UT is estimated as is 
shown in (11): 
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(11) 

3.2 Updating of the Membership Degrees Transition Matrix 

In an Automaton for monitoring, not all connections among 
functional states describe the real behavior of the process. For 
this reason, an update of the matrix UT (11) is required. By 
using the Hebbian learning theory and the self−organizing 
maps algorithm, the transition matrix is updated. The 
objective is to remove less representative connections. Let Ga 
be a function of minimum distance to a class (Palma and 
Marin, 2008): 

                                    � �
 *d minGa                           (12) 

where d*(·) is an arbitrary distance. In this case the criterion 
for distance between classes is necessary only based on fuzzy 
membership degrees, matrix U in (3). Isaza (2007) proposed 
a new distance between fuzzy classes a and b, d*(a,b). This 
measurement depends only on the membership degrees of the 
classes, so data is not required. Then, the distance between 
the classes a and b is estimated in (13). 
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NU is the number of samples of the classes a and b, 
μa,i � μb,i = min �μa,i , μb,i� and μa,i � μb,i = max �μa,i , μb,i�. 
Following the theory of the self-organizing maps, a Gaussian 
function ha,b is used (Kohonen, 1990). If the standard 
deviation or width, σa,b(η) decreases, then μ�(ta,b) also 
decreases and by increasing σa,b(η), μ�(ta,b) also increases. This 
function is shown in (14). 

             �  � � � 2
,, 2 ��� baaba Gexph �
                  (14) 

η is the actual iteration number of the algorithm. With the 
algorithm, σa,b(η) is updated by using an initial random width. 
The updating σa,b(η + 1) has the form of a Hebbian function, 
defined in (15) (Haykin, 2008). 
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Where m represents the size of the matrix UT (j x j 
dimensions or m = j2) and εo(η) is a learning factor for the 
updating of σa,b(η + 1), expressed in (16). 
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                              �  �  ������ 1 infino 
                     (16) 

Where, εin is an initial learning factor and εf is a final learning 
factor. To update the matrix UT (11), a function of updating 
of the membership degrees of transition, μ�(ta,b) (η + 1) is 
proposed as a Hebbian function, expressed in (17). 
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Where εt(η) is a learning factor for the updating of μ�(ta,b) 
(η+1), defined in (18). 

                     �  �  � finfint ������� ���
               (18) 

ηf is the maximum number of iterations. The algorithm 
updates the matrix UT (11) at each iteration and it is finalized 
when there exist a stability of the matrix, i.e. when |UT(η + 1) 
- UT(η)| = 0. As result the matrix UT (11) is automatically 
updated to conserve the properties shown in (9) and (10). 

3.3 Construction of the Graph of Connections among 
Functional States 

To establish the updating of the matrix UT (11), the graph of 
connections is constructed by observing output transitions 
that exist from an initial functional state with respect to the 
other. The automaton includes the transitions with a 
membership degree transition different to 0. The final graph 
represents the changes of the behavior of a process that are 
suggested to the expert. 

4. CASE OF STUDY: STEAM GENERATOR PROCESS 

4.1 Description of the Process 

The proposed method is applied to a boiler subsystem of a 
steam generator. An estimation of fuzzy automaton is made 
with historical data and it is validated with 2 sets of new data 
and the concept of the expert in the process. The same 
process was used to validate the approach of matrices of 
connections presented Kempowsky, et al. (2006).  In order to 
compare the results, the proposed method is evaluated in this 
paper with the same data. The steam generator test is 
designed as a version to pilot scale of a real steam generator 
for a nuclear central. Operation of the process is as follows: 
the feed water flow is generated by a pump that propels water 
to a boiler. To maintain constant water level in the boiler, a 
controller On−Off operates via the pump. Therefore, the heat 
power value of the boiler will depend on the steam 
accumulator pressure. When the accumulator pressure drops 
below of a minimum value, the heat resistance is activated 
which gives the maximum heat power, and when by 
achieving a maximum pressure the heat resistance is cut off 
to maintain the pressure in ±0.2 Bar in the set-point. The 
steam flow generated is measured by a flow sensor. The 
functional states analyzed by the expert correspond to: 
normal operation (C1), pressure regulation (C2) and (C3), 
level regulation (C4), and level and pressure regulation (C5). 
The historical data of the process contains 937 samples and 5 
descriptors or process variables, corresponding to physical 
variables: the feed flow water (F3), heat power (Q4), boiler 

pressure (P7), boiler level (L8) and output steam flow (F10). 
The data are normalized with respect to the maximum and 
minimum value of each variable with the objective of 
homogenizing the influence of the innate dimensions of the 
variables.  

4.2 Graph of Connections of Functional States 

The first step is to obtain the matrix U, as in (3), as result of 
the application of a Fuzzy Clustering algorithm using the 
historical data. In order to analyze the independence with 
respect to the used Fuzzy Clustering method, three methods 
are used to find the initial transition matrix: LAMDA method 
(Piera, et al., 1989), FCM method (Bezdek, 1981) and GK-
Means method (Gustafson and Kessel, 1978). In table 1, the 
parameters with which convergence and stability were 
achieved for the clustering algorithm are presented. The 
results (classes) of the classification correspond to those 
associated by the expert and those obtained in Kempowsky et 
al. (2006) by using LAMDA method. Fig. 2 illustrates the 
classification result, where each sample is classified in one of 
the 5 classes or functional states. To construct the graph of 
connections (see Fig. 3a), the membership degrees transition 
matrix is estimated in each case and it is also updated. The 
independence of the Clustering method is demonstrated (see 
Table 2).   

Table 1. Parameters used for LAMDA, FCM and GK-
Means 

Algorithm Parameters 
LAMDA Method Exigency Iterati

ons 
Probability Conne

ctivity 
Self- 

Learning 
0.8 2 Lamda3 Min-

Max 
FCM Classes Factor of  

Fuzzification 
Error Iterations Vol. 

5 1.1 10-10 1000 1 
GK-
Means 

Classes Factor of  
Fuzzification  

Error Iterations Vol.  

5 2.1 10-10 1000    1 
 

Table 2. Membership degrees transition matrices. 
LAMDA  (C1) (C2) (C3) (C4) (C5) 

(C1) 1 0.258 0.221 0.272 0.248 
(C2) 0.252 1 0.239 0.267 0.241 
(C3) 0.215 0.267 1 0.225 0.293 
(C4) 0 0 0 1 1 
(C5) 0 0 0 1 1 

FCM  (C1) (C2) (C3) (C4) (C5) 
(C1) 1 0.251 0.251 0.249 0.248 
(C2) 0.25 1 0.249 0.250 0.249 
(C3) 0.222 0.274 1 0.235 0.269 
(C4) 0 0 0 1 1 
(C5) 0 0 0 1 1 

GK-
Means 

 (C1) (C2) (C3) (C4) (C5) 
(C1) 1 0.251 0.251 0.248 0.249 
(C2) 0.253 1 0.251 0.246 0.248 
(C3) 0.244 0.282 1 0.219 0.255 
(C4) 0 0 0 1 1 
(C5) 0 0 0 1 1 

The automaton obtained by the membership degrees 
transition matrix is the same in the three cases. Six 
connections are removed and the stability of the matrices UT 
is achieved with η = 6 using εin = 0.01, εf = 0.1 and ηf = 50. 
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The values εin and εf are recommended by Haykin (2008). It is 
important to note that for the case of LAMDA, the matrix U is 
normalized before applying the proposed method, 
determining the maximum and minimum μi,j of all the 
elements of matrix U. By approximating εin to εf a low 
elimination of the connections among functional states is 
observed (see Fig. 3b), false transitions are presented that are 
not in agreement with the physical behavior of the process. 
Fig. 4 shows the graph of connections using the transitions 
matrices proposed in Kempowsky, et al. (2006). In these 
results, the method only allows to find transitions in the 
historical (see Fig. 4, continuous line) and after making 
validation with the expert and analysis of validation data, 
connection (C2)–(C5) is manually added (see Fig. 4, dotted 
line). By comparing the graph of connections of the Fig. 3a 
and Fig. 4, the proposed method in this paper is able to find 
and to validate the majority of connections among functional 
states proposed by Kempowsky (2004), except the 
connection (C5)–(C2). However, new connections are found 
that are not considered in the historical data, as:  

 
Fig 2. Classification of the historical data with LAMDA, FCM 
and GK–Means. 

 

Fig 3a. Graph of connections obtained with LAMDA, FCM 
and GK–Means. 

 

Fig 3b. Graph of connections with false transitions, if εin is 
approximated to εf. 

 

Fig 4. Graph of connections obtained with transition and 
frequencies matrices (Kempowsky, et al., 2006). 

Connections (C2)-(C5) and (C3)-(C5): In the classification 
with historical data (see Fig. 2), connections (C2)–(C5) and 
(C3)–(C5) are not established. With the proposed method, 
connections (C2)–(C5) and (C3)–(C5) they are found, and 
when validating them with new data, it demonstrates that 
these transitions exist in the process (see Fig. 5, Fig. 6a and 
Fig. 6b). Physically, these connections occur because when 
detecting a low or high pressure in (P7), the pressure (C2) or 
(C3) are regulated by activating or cutting off the resistance 
(Q4) to increase/decrease the pressure. Therefore, the water 
level changes (more or less level) in (L8), (F3) is activated to 
regulate the level and (F10) is activated in a short instant of 
time to regulate the output pressure at boiler (it corresponds 
to (C5)).  

 

Fig 5. Connection (C2)–(C5) with validate data. 

 

Fig 6a. Range of the validation data to analyze the connection 
(C3)–(C5).  

 

Fig 6b. Connection (C3)–(C5) in the validate data 
classification. 

Connection (C1)-(C5): In normal state (C1), if for an instant 
of time a critical state of water level and pressure (C5) is 
detected; (F3) and (F10) are activated in a short time to 
stabilize the output pressure of the boiler and to regulate the 
water level.  

Connection (C5)-(C4): After that connection (C1)–(C5) 
occurs, if in (C5) the water level does not achieve to stabilize 
totally in this short instant of time, when (L8) detects it, then 
the state (C4) allows to regulate the level by activating or 
cutting off (F3). Then, to avoid a change in the pressure 
because the water level changes, a transient occurs in the 
state regulate level (C4) which it must regulate pressure and 
level (C5) or connection (C4)–(C5) (See Fig. 3a and Fig. 4).  
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Connection (C3)-(C4): If there is a high pressure in (P7), (L3) 
is cut off to establish the pressure (C3), but critical state 
occurs because the water level may decrease in (L8), 
therefore (F3) must be activated to increase the water level to 
a stable level.  

Connection (C2)-(C4): this case is a transition that cannot 
physically occur, because it is impossible that by detecting a 
low pressure in (P7) and the state (C2) begins to regulate 
pressure by activating (L3), the state (C4) regulates the water 
level when this state is activated if the increase of level is 
necessary. This last connection the expert suggested 
removing it.  

It is important to take into account that the method suggests 
new connections to the expert, but he is the one who makes 
the final decision of the most important transitions for the 
process. Moreover, the expert cannot add connections. 

5. CONCLUSIONS 

A new methodology was defined in order to find an 
automaton that includes the connections among functional 
states. The connections are represented for a membership 
degrees transition matrix. By updating the transitions, the 
method determines the most “relevant” connections to predict 
the changes in the behavior of the process, plus other 
connections that were not evident in the historical data and 
were found when updating the matrix. The results suggest 
that the new connections may happen and should be 
considered by the expert for the decision-making of the 
process. The method is useful because clustering methods 
may detect classes not foreseen by the expert. It is clear that 
there exist dependence with respect to the learning 
parameters, but the recommended values of learning 
parameters allow finding the best graph of connections. As 
future work method to define the join of classes when two or 
more functional states represent similar behaviors is being 
considered, as well as the use of the membership degrees in 
order to eliminate false connections.  
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Abstract: In this paper, a MATLAB toolbox, which implements the idea of a group method
of data handling is presented. First, a theoretical background regarding such a kind of neural
networks is provided. Subsequently, design steps, tests and experimental results are presented.
Moreover, the selection methods used in the considered approach are discussed. The final part
of the paper exhibits practical applications of the developed toolbox.
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1. THEORETICAL BACKGROUND

GMDH (ang. Group Method of Data Handling) (Farlow
(1984)) is a specific type of neural networks. The method
was developed by Ivakhenko (Ivakhenko and Mueller
(1995)). The method makes it possible to identify multi-
inputs systems. Because the accuracy of the neural model
largely depends on a proper selection of the neural network
structure, which is a complex task, the idea of GMDH is to
replace a complex model with structure consisting of some
sub-models (Patan et al. (2008)). The structure evolves
during the synthesis of the network. Sub-models can be
categorized as a linear, nonlinear or dynamic ones (Mru-
galski (2003)). The toolbox uses dynamic sub-models. To
protect GMDH network from expanding into infinity, the
selection methods are needed. The implemented methods
are as follows (Koza (1992)):

• constant population method,
• roulette method,
• ranking method,
• tournament method.

Moreover, a stop condition is needed that will prevent
an excessive growth of a network (Duch et al. (2000)).In
the toolbox, as a stop condition either the minimum
estimation error or the maximum number of layers are
used, respectively. Finally, the resulting network is shown
in Fig. 1. For comprehensive description of the GMDH
strategy the reader is referred to (Witczak (2007)), and
hence it is omitted in this paper.

2. DESIGN CONDITIONS

Before implementation, the following conditions are taken
into account:

• possibility to identify nonlinear and dynamic Multiple
Input Multiple Output (MIMO) systems,

• identification for a series-parallel neural model, vali-
dation for a parallel neural model.,

• providing design parameters for modeling GMDH
network as follows:

Fig. 1. Final structure of GMDH network

(1) stop condition (minimum estimation error, max-
imum number of layers),

(2) dynamic order,
(3) selection method,
(4) selection criterion,
(5) initial parameter vector,
(6) input and output lags,
(7) state vector dimension for neural model.

• possibility to import testing and validation data from
a file or a workspace,

• Graphical User Interface (GUI),
• error handling,
• help files.

The sub-model parameter estimation methods are as fol-
lows:

• bounded-error estimation (Jaulin and Walter (2001)),
• estimation with Adaptive Random Search (ARS)

algorithm (Prudius (2007)),
• sub-space identification (Demuth et al. (2010)).

3. GMDH TOOLBOX

The entire implementation was done using the Matlab
environment. A graphical user interface editor, called guide
is used. The GMDH Toolbox consists of two windows:
main window (GMDH Network Toolbox) and the data
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Fig. 2. Import data window

import window (Import Data). The ergonomic arrange-
ment of the buttons and lists was achieved as a result
of inspiration with the Neural Network Toolbox, which is
available in Matlab. In the import data window (Fig. 2),
there are three panels: the data source selection panel, the
variable selection panel as well as the training input data,
the validation input data, the training output data and,
finally, the validation output data panel. The data can
be imported either from an existing file with extension
*.mat or from the Matlab workspace, respectively. After
assigning the variables from the list as the relevant data
(by the selection button Set), the import data window is
closed. The main window (Fig. 3) is equipped with the
tools for choosing model selection methods, the param-
eters of these methods, the set of the initial conditions
and the network synthesis stop conditions. In the main
window, menu bar is available, consisting of two items:
Menu and Help. After pressing the corresponding button,
the assigned submenu is opened. It is possible to open
the import data window, to build the GMDH network
structure or to close the application. The Help button
submenu consists of About toolbox button (after pressing
this button, the window with the information about the
author and the version of the toolbox is opened), Help
button (help files) and Show GMDH Structure (which
shows an exemplary scheme of GMDH structure). The
choice of the estimation method is performed by selecting
an appropriate option from the Estimation methods panel.
It is possible to choose the above mentioned estimation
methods, namely: bounded-error estimation (Jaulin and
Walter (2001)), ARS (Prudius (2007)) and sub-space iden-
tification method (Demuth et al. (2010)), respectively. De-
pending on the choice, the appropriate design parameters
are available. In the case of bounded-error estimation, the
user can specify the maximum number of layers, after
which the GMDH network synthesis is terminated (the
first stop condition). As the second stop condition, the
minimum estimation error is defined. Besides the stop
conditions, the user is required to choose the orders of the
system dynamics. They are defined by setting a maximum
lags in the inputs and outputs, respectively. If the non-
dynamic models are needed, it is necessary to set zero value

Fig. 3. Main window

in the delay text fields. The subsequent fields, which are
available by selecting the bounded-error estimation, are
the upper and lower bounds of the error, which may not be
exceeded during the system identification phase. Another
possible way to estimate the model parameters is the
estimation method employing the ARS algorithm. After
selecting the method, it is possible to set a GMDH network
synthesis stop conditions. Furthermore, in a popup menu
the selection criterions are available, namely (Soderstrom
and Stoica (1989)):

• convergence criterion,
• absolute convergence criterion,
• mean square criterion,
• absolute mean criterion.

When the ARS method is selected, it is necessary to
specify the initial vector of parameters. The last parameter
estimation method is a sub-space one. In the case of this
method, besides obvious stop conditions, it is necessary
to choose the model order, i.e. the dimension of the sub-
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model state vector. If the data are imported, the GMDH
network synthesis can be initiated by pressing the Build
network button.

Fig. 4. Warning message window.

In the case, when data are not imported, or if are not cor-
rectly assigned as training/validation input/output data,
the warning window is shown (Fig. 4). The results and
plots made during building the GMDH network will be
discussed in Section 4. To understand the toolbox more
in depth, the help files are prepared, which are available
after pressing the Help button (Fig. 5). In the help file,
all necessary information, how to use the toolbox and the
background on the GMDH idea are given.

Fig. 5. Help file

Moreover, the Help files provide some hints on how the cri-
terions are interpreted and how to interpret the resulting
graphs.

4. EXPERIMENTAL RESULTS

After running the algorithm, which builds the GMDH net-
work, by pressing the Build GMDH network, the synthesis
of the GMDH network is started. After this process, the
windows with graphs are opened, which show, how pre-
cisely the neural network fits the real system. The graphs
are different, i.e. they depend on the selected estimation
methods. The data used for the experiments were collected
at the evaporation station of the Lublin Sugar Factory
S.A. (Kościelny et al. (2002)). There was four inputs:
juice pressure on control valve input, juice pressure on
control valve output, juice flow after control valve and the
juice temperature on control valve input. The output was
rod displacement of servomotor. The first plot illustrates
the experimental results obtained using the bounded-error
estimation method. The first chart of the top shows the
results of the GMDH neural modeling for the training
data. The system output is marked by the solid line and
the model output is marked with a dotted line. It is easy to

Fig. 6. Optimal number of layers in GMDH structure

see, that for over 800 samples both lines covers each other
which means, that the neural network mimic the system
with a good quality. The neural modeling results for the
validation data are presents in Fig. 7. A comparison of
outputs from the system and the model for the validation
data suggests that neural modeling in is correct. Moreover,
the identification error for the validation data is accept-
able (Aubrun et al. (2008)). The third chart presents the
bounded system output. It helps to check, if the interval
between upper and lower bound is tight enough to identify
with the best accuracy. Comparing the second and third
chart, the biggest difference occurs while the bounds are
exceeded. After neural modeling process, another figure
is generated, which makes it possible to see, in which
layer of a neural network the identification error was the
smallest one. Figure 6 shows, that the smallest error for
the validation data was in the second layer, in the next
layers it begins to grow. This means that larger number of
layers was not needed for identifying the system. Another
experiment was made using the estimation ARS method.
In the case of data from the Lublin Sugar Factory S.A.,
this method gives worse results than previous methods.
In Fig. 8, it is easy to see, that the lines representing the
output from the system and the model do not overlap as
perfectly as in the case of the bounded-error estimation
method. But it does not mean that the estimation method
using ARS algorithm will be the worst one in every case.
Another experiments were made for the data from the
tunnel furnace available in the laboratory at University
in Zielona Góra prove that the ARS method for this case
is more appropriate. The results of this experiment are not
included in this paper. The last experiment was concerned
with the estimation with sub-space method. Similarly to
the ARS method, also this gave worse identification results
compared to the bounded-error estimation method (Fig.
9). Like for the ARS method, it does not mean that the
sub-space method will give worst results for every data.
The optimal number of layers was larger than in the first
method. The synthesis was ended on third layer.

5. CONCLUSIONS

In this paper, a GMDH toolbox for neural network-based
modelling is presented. It was designed as an alternative
approach to the system identification, different from the
typical neural networks. The obtained results do not
deviate from the widely accepted norms. The implemented
three methods for estimating the parameters allow the
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Fig. 7. System and model outputs for training and validation data from Lublin Sugar Factory S.A. obtained using
bounded-error method.

Fig. 8. System and model outputs for training and validation data from Lublin Sugar Factory S.A. obtained using
estimation with adaptive random search (ARS) algorithm.

Fig. 9. System and model outputs for training and validation data from Lublin Sugar Factory S.A. obtained using
sub-space method.
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selection of an appropriate identification scenario. Further
work will focus on drawing the GMDH network structure
for a given case based on conection matrix. The Toolbox
is used as an excellent way to understand the idea of
the GMDH. The help file includes full error handling
facilitates, which make the work with the toolbox more
comfortable.
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Abstract: This paper is concerned with a decoupling strategy using model predictive control (MPC) in a
non-minimal state space (NMSS) form. For simulation experiments, a 2× 2 multiple input, multiple
output (MIMO) system is used, which exhibits cross-couplings in the input-output pathways. The
decoupling approach follows from earlier research where it is applied to pole-placement controllers.
Here, it is applied to NMSS-MPC where its formulation is modified in order to allow incorporation of
individual control and prediction horizons of the inputs and outputs, respectively, in a straightforward
way. Finally, constraints are imposed and a simulation example is presented.
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1. INTRODUCTION

In the past decades, extensive research in the field of model
predictive control by various researchers has been undertaken
(Camacho and Bordons, 2007). The generalised predictive con-
troller (GPC) (Clarke et al., 1987a) and its extensions (Clarke
et al., 1987b) can be considered as a ‘milestone’ in transfer
function based model predictive control. Since this earlier pio-
neering work, systems are also often modelled by making use of
state space representations and consequently the GPC approach
is modified for the use of state space models, see i.e. (Bitmead
et al., 1990; Ikonen and Najim, 2002; Kwon and Han, 2005).
Further reviews of the developments in MPC can be found in
(Mayne et al., 2000). Here, one of the key features of MPC is
mentioned, namely the relatively straightforward incorporation
of constraints (Maciejowski, 2001). Since the cost function in
MPC is of a quadratic form, in many cases, it turns out to be a
quadratic programming (QP) convex optimization problem and
can be solved by making use of QP methods, see i.e. (Boyd
and Vandenberghe, 2004; Nocedal and Wright, 2006). Further-
more, robustness of MPC has been investigated, i.e. (Kothare
et al., 1996) followed by developments targeting computational
efficient algorithms by splitting the algorithm into offline and
online computed parts (Kouvaritakis et al., 2000).

In this paper, the MPC configured within a non-minimal state
space (NMSS-MPC) form is used. The advantage of the NMSS
structure over the minimal state space structure is that the ne-
cessity of a state observer is eliminated. Since the states are,
in many cases, not available as measurements, an estimate is
required which is then used in the state feedback control law. In
linear state feedback control, the dynamics additionally intro-
duced by the observer are designed to be sufficiently faster than
the system dynamics hence, by the separation theorem, may be
considered negligible. In the case when constraints become ac-
tive, non-linearities are introduced and the effect of the observer
dynamics can become a crucial issue and can result in constraint
violation or even instability (Wang and Young, 2006). The
NMSS structure overcomes the necessity of using an observer
since the state vector contains the current output and its past
values as well as the past inputs. These data are measurable,

hence directly available and an estimate of the states is not
required (Young et al., 1987; Wang and Young, 1988). In these
developments, the NMSS structure incorporating an ‘integral-
of-error-state’ is used in order to ensure set point tracking. In
(Wang and Young, 2006) a NMSS-MPC in difference form is
proposed thereby eliminating the ‘integral-of-error-state’ and
yet able to ensure set-point tracking.

The issue of decoupling has been addressed by (Plummer and
Vaughan, 1997; Lee et al., 1995) and it is upon this development
that this paper is based. Here, the decoupling is achieved by
diagonalizing the system matrices, so that the cross-couplings
are nullified. Other approaches are also possible. One such
approach makes use of an appropriate choice of the controller
weighting matrices, see (Exadaktylos and Taylor, 2010).

The paper is organized as follows: In Section 2, the non-
minimal state space structure is introduced as well as the model
predictive control structure. Section 3 is concerned with the
decoupling MPC and imposing constraints. Finally, a simula-
tion example is presented in Section 4 and conclusion given in
Section 5.

2. THE MODEL PREDICTIVE CONTROLLER IN A
NON-MINIMAL STATE SPACE FORM

2.1 Non-minimal state space model structure

Consider a mathematical plant model with q inputs and p
outputs expressed in the following difference equation form

y(k) + F1y(k − 1) + . . .+ Fna
y(k − na)

= H1u(k − 1) + . . .+Hnb
u(k − nb)

(1)

where u = [u1 . . . uq]
T denotes the vector of inputs and

y = [y1 . . . yp]
T denotes the vector of outputs. Fi and Hi

denote constant coefficient matrices of appropriate dimension.
For simplicity, suppose that the number of inputs is equal to the
number of outputs q = p = n. The above system representation
is now represented in an equivalent, general state space form
where subscript g denotes ‘general’
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xg(k) = Agxg(k − 1) +Bgu(k − 1) (2a)
y(k) = Cgxg(k) (2b)

where Ag ∈ R
n(na+nb)×n(na+nb), Bg ∈ R

n(na+nb)×n and
Cg ∈ R

n×n(na+nb) denote the state transition matrix, input
transition matrix and output transition matrix, respectively, and
xg ∈ R

n(na+nb)×1 denotes the state vector.

Ag =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−F1 −F2 · · · −Fna
H2 H3 · · · Hnb−1 Hnb

I 0 · · · 0 0 0 · · · 0 0
0 I · · · 0 0 0 · · · 0 0
...

...
. . .

...
...

... · · ·
...

...
0 0 · · · 0 0 0 · · · 0 0
0 0 · · · 0 I 0 · · · 0 0
0 0 · · · 0 0 I · · · 0 0
...

... · · ·
...

...
...

. . .
...

...
0 0 · · · 0 0 0 · · · I 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)

Bg =
[
HT

1 0 · · · I 0 0 · · · 0 0
]T (4)

Cg = [I 0 · · · 0 0 0 · · · 0 0]
T (5)

Delays can be taken into account by setting the corresponding
Hi matrices zero. As mentioned above, the state vector in
the NMSS representation contains current and previous output
values as well as previous input values, hence it is of the
following form

xg(k) = [y(k) y(k − 1) . . .y(k − na + 1)

u(k − 1) . . .u(k − nb + 1)]T
(6)

In order to ensure set point tracking in the MPC design, integral
action is introduced by multiplying (2) with the difference
operator Δ = 1 − z−1 where z−1 denotes the backward time
shift operator and by augmenting the state vector by y(k),
this is the structure proposed by (Wang and Young, 2006).
Performing these operations, (2) becomes

x(k) = G x(k − 1) +D Δu(k − 1) (7a)
y(k) = C x(k) (7b)

where

x =

[
Δxg

y

]
(8)

G =

[
Ag 0
CgAg I

]
(9)

D =

[
Bg

CgBg

]
(10)

C = [0 I] (11)
Here, I and 0 denote the identity and null matrices of appropri-
ate dimensions, respectively.

2.2 NMSS-MPC

The MPC formulation in the SISO case is well described in the
literature, see for example (Ikonen and Najim, 2002; Kwon and
Han, 2005; Camacho and Bordons, 2007; Wang, 2009) but the
extension to MIMO models is often brief since it only requires
a slight modification. In this paper, a further modification to
the MPC formulation in the MIMO case is proposed which
allows the implementation of individual control and prediction
horizons of the n inputs and outputs to be realised in a straight-
forward manner.

At first, define the vectors of predicted outputs Y, future input
differences ΔU and future reference trajectory R as follows

Yi = [yi(k + 1|k) yi(k + 2|k) · · · yi(k +Npi|k)]
T

Y = [YT
1 YT

2 · · · YT
n ]

T
(12)

ΔUi = [Δui(k|k) Δui(k + 1|k) · · · Δui(k +Nci − 1|k)]T

ΔU = [ΔUT
1 ΔUT

2 · · · ΔUT
n ]

T

(13)
Ri = [ri(k + 1|k) ri(k + 2|k) · · · ri(k +Npi|k)]

T

R = [RT
1 RT

2 · · · R
T
n ]

T
(14)

∀ i = 1, . . . , n and y(k + j|k) denotes the jth prediction
based on the current time instant k. The cost function which
is required to be minimized can then be stated as

J = (R−Y)TQ(R−Y) + ΔUTΛΔU (15)
where Q = diag(Q1 Q2 · · · Qn) and Λ = diag(Λ1 Λ2 · · · Λn)
are positive definite and positive semi-definite block diagonal
weighting matrices, respectively, with Qi > 0 ∈ R

Npi×Npi

and Λi ≥ 0 ∈ R
Nci×Nci , ∀ i = 1, . . . , n being diagonal

matrices. Minimizing (15) with respect to the decision variables
ΔU requires that the output predictions are expressed in terms
of ΔU. Considering the ith output and taking (7) into account
yi(k + 1|k) = Cix(k + 1|k) = Ci(Gx(k|k) +DΔu(k|k))

yi(k + 2|k) = Cix(k + 2|k)

= Ci(Gx(k + 1|k) +DΔu(k + 1|k))

= CiG
2x(k|k) + CiGDΔu(k|k)

+ CiDΔu(k + 1|k)

where Ci denotes the ith row of C. Proceeding in this manner
and assuming that Δui(k + j|k) = 0, ∀ j ≥ Nci, the
generalisation can be summarized by

Y =

⎡⎢⎢⎣
Y1

Y2

...
Yn

⎤⎥⎥⎦ =
⎡⎢⎢⎣
F1

F2

...
Fn

⎤⎥⎥⎦x(k) +
⎡⎢⎢⎣
Φ11 Φ12 · · · Φ1n

Φ21 Φ22 · · · Φ2n

...
... · · ·

...
Φn1 Φn2 · · · Φnn

⎤⎥⎥⎦
⎡⎢⎢⎣
ΔU1

ΔU2

...
ΔUn

⎤⎥⎥⎦
= F x(k) +ΦΔU

(16)
where

Fi =

⎡⎢⎢⎣
CiG
CiG

2

...
CiG

Npi

⎤⎥⎥⎦ (17)

Φjl =

⎡⎢⎢⎢⎢⎣
CjDl 0 0 · · ·
CjGDl CjDl 0 · · ·
CjG

2Dl CjGDl CjDl · · ·
...

CjG
Npj−1Dl CjG

Npj−2Dl CjG
Npj−3Dl · · ·

0
0
0

CjG
Npj−NclDl

⎤⎥⎥⎥⎦ (18)

and Dl denotes the lth column of D.

Also, (16) indicates that cross-coupling effects are eliminated
if the off-diagonal matrices in Φ are null. This is the case if the
input coefficient matrices in (1) are diagonal matrices. In this
case, the ith output is only dependent on the ith input and each
input-output pair can be considered as individual SISO systems.
Certainly, the state vector (8) still contains values of all n inputs
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and n outputs but these are previously measured values, hence
it can be considered as a known constant vector at each current
time instant k. Furthermore, it should be mentioned that the
smallest prediction horizon is required to be greater or equal
the largest control horizon in order to avoid negative powers of
G in (18).

Substituting (16) into (15) yields the cost function depending
on ΔU only, which is required to be minimized.
min.
ΔU

ΔUT (ΦTQΦ+Λ)ΔU+ 2ΔUTΦTQ(Fx(k)−R)

(19)
The solution of this optimization problem is

ΔU = −(ΦTQΦ+Λ)−1ΦTQ(Fx(k)−R) (20)
which is in the state variable feedback form

ΔU = −Kxx(k) +Ks (21a)
where

Kx = (ΦTQΦ+Λ)−1ΦTQF (21b)
Ks = (ΦTQΦ+Λ)−1ΦTQR (21c)

and since the current control input is applied to the plant
Δu(k) = C̄ ΔU (22)

where C̄ ∈ R
n×(Nc1+Nc2+...+Ncn) and the ith row is

C̄i = [

∑
i−1

j=1
Ncj︷ ︸︸ ︷

0 · · · 0 1 0 · · · 0]

whereby the first row begins with unity and is filled with zeros.

Formulating the MPC in the above proposed representation
allows a straightforward implementation in the case of dealing
with MIMO systems, in particular when individual control and
prediction horizons are desired, since these can be used as ef-
fective tuning parameters. Also, in combination with the NMSS
model representation the potential applicability to practical ap-
plications is increased.

3. DECOUPLING

The decoupling of the ith output from the jth input ∀ i �= j is
achieved by diagonalizing the plant model transfer function ma-
trix, following the approach by (Plummer and Vaughan, 1997),
where a pole-placement control structure was used to control
the system. In this paper, the above elaborated MPC controller
is used and an approach to handle imposed constraints is pre-
sented.

3.1 System diagonalization

Consider the system (1) reformulated as follows
A(z−1)y(k) = B(z−1)u(k) (23)

with
A(z−1) = I +A1z

−1 +A2z
−2 + . . .+Ana

z−na (24)
and

B(z−1) = B1z
−1 +B2z

−2 + . . .+Bnb
z−nb (25)

so that the plant transfer function matrix is given by
y(k) = A−1(z−1)B(z−1)u(k) (26)

such that when this is represented in a left matrix fraction
description (MFD), andA(z−1) is in a diagonal form so that no
cross-couplings are induced but the off-diagonals in theB(z−1)
matrix are non zero thus giving rise to cross-couplings. In order

to avoid this cross-coupling effect, a transformation of the input
is performed

u(k) = E(z−1)v(k) (27)
where

E(z−1) = adj[B(z−1)]zd (28)
which yields, that

Bd(z
−1) = B(z−1)E(z−1) = |B(z−1)| zd I (29)

where | · | denotes the determinant. Substituting (29) into both
(27) and (26) gives a diagonalized system representation from
the input v(k) to the output y(k), i.e.

y(k) = A−1(z−1)B(z−1)E(z−1)u(k)

= A−1(z−1)Bd(z
−1)v(k)

(30)

Here, an additional polynomial matrix E(z−1) is required
to be incorporated into the MPC structure. Additionally, zd
is required to be chosen. The choice in a predictive control
structure is not restricted to choosing d such that E(z−1) is
non-causal, as in the case of non predictive control, since future
control actions are available provided that the corresponding
control horizons are sufficiently large.

3.2 Decoupling MPC

From (30) it seems natural to consider the system in this repre-
sentation and to use the input coefficient matrix in polynomial
form Bd(z

−1) in the control structure so that effectively, the
input coefficient matrices in (1) are replaced by the coefficients
of Bd(z

−1) and the input is now v(k) instead of u(k). Now,
these coefficient matrices are of a diagonal form and when
deriving the MPC as described in Section 2.2, the off-diagonal
block matrices of Φ in (16) are zero and consequently the cost
function in the form (19) is the sum of the individual SISO
cost functions of the n input-output (Yi, ΔVi) pairs. As a
result, the polynomial matrix E(z−1) is incorporated into the
model, hence in the MPC structure. However, the input to this
system and subsequently the controller output is now v(k). This
means that u(k) is required to be recovered, since u(k) has to
be applied to the real plant. This can be achieved by making use
of (27).

Furthermore, when the polynomials in E(z−1) are non-causal,
u(k) is dependent on current and previous values of v(k). It is
noted, however, as indicated earlier, that causal polynomials can
be used since predictive control is employed. Certainly, making
use of predicted values of the input might cause inaccuracy
and a loss of performance. This issue is also discussed in the
simulation example, see Section 4.

Assuming that zd is chosen such that E(z−1) is non-causal

E(z−1) =

⎡⎢⎢⎣
e11(z

−1) e12(z
−1) · · · e1n(z

−1)
e21(z

−1) e22(z
−1) · · · e2n(z

−1)
...

... · · ·
...

en1(z
−1) en2(z

−1) · · · enn(z
−1)

⎤⎥⎥⎦ (31)

with
ejl(z

−1) = ejl1 + ejl2z
−1 + ejl3z

−2 + . . . (32)
and the entire predicted input vector U can be recovered by

U =

⎡⎢⎢⎢⎣
Ẽ11 Ẽ12 · · · Ẽ1n

Ẽ21 Ẽ22 · · · Ẽ2n

...
... · · ·

...
Ẽn1 Ẽn2 · · · Ẽnn

⎤⎥⎥⎥⎦V +

⎡⎢⎢⎢⎣
b̃1
b̃2
...
b̃n

⎤⎥⎥⎥⎦V− = Ẽ V + b̃ V−

(33)
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with

Ẽjl =

⎡⎢⎢⎢⎣
ejl1 0 0 · · ·
ejl2 ejl1 0 · · ·

ejl3 ejl2
. . . . . .

...
. . . . . . . . .

⎤⎥⎥⎥⎦ ∈ R
Ncj×Ncl (34)

and

b̃j =

⎡⎢⎣ ej12 ej13 · · · · · · · · · ej22 ej23 · · · · · · · · ·ej13 ej14 · · · · · · 0 ej23 ej24 · · · · · · 0
ej14 ej15 · · · 0 0 ej24 ej25 · · · 0 0
· · ·

· · · ejn2
ejn3

· · · · · · · · ·
· · · ejn3

ejn4
· · · · · · 0

· · · ejn4
ejn5

· · · 0 0
· · ·

⎤⎥⎦ (35)

where the number of rows is Ncj and the number of columns
depend on the order of ejl(z−1), hence on the choice of d and
the order of the polynomials in B(z−1).

Equation (33) is partitioned into two terms. The first term
depends on the current value and predictions V and the second
term on past values only

V− = [vT (k − 1) vT (k − 2) vT (k − 3) · · · ]T (36)
Note here that the matrices (34) and (35) are in a Toeplitz form,
hence (33) basically describes the convolution of (31) with the
sequence V. Also note that the MPC controller makes use of
ΔV instead of V. However, this does not require any changes
to the formulation above except that multiplying (33) by Δ, i.e.
there are no changes to the matrices involved in (34) and (35).

3.3 Constraints

When constraints are required to be imposed on the plant input,
input difference or output, again the difficulty appears that plant
input is not available directly. For this reason, use is made of
(33) whereby the term depending on previous values only can
be considered as a constant term in the optimization problem at
each sampling instance

Z = b̃ V− (37)
In this paper, use is made of the closed-loop paradigm (CLP)
(Rossiter, 2004) in order to handle constraints, where a pertur-
bation term is added to the optimal, unconstrained control law
(21), which is in the decoupling case

ΔV = −Kxx(k) +Ks + β = K+ β (38)
where β ∈ R

(Nc1+...+Ncn)×1 denotes the disturbance vector
whose elements are zero when constraints are not active. Thus
when β = 0 the control action is optimal and subsequently,
βTβ is required to be as small as possible in the case of active
constraints.

At first, consider constraints onΔU. Multiplying (38) by Ẽ and
taking (33) as well as (37) into account, gives

ΔU = Ẽ(K+ β) + ΔZ (39)
so that

ΔUmin ≤ Ẽ(K+ β) + ΔZ ≤ ΔUmax (40)
and the constraints can be formulated as

Ẽβ ≤ c1 (41)
with

c1 = ΔUmax −ΔZ− ẼK (42)

which implies that when c1j < 0, then the optimal control law
violates constraints and action is required.
Similarly

−Ẽβ ≤ c2 (43)
with

c2 = −(ΔUmin −ΔZ− ẼK) (44)
where constraints are violated by the optimal control law when
c2j < 0. In the case where action is required, the following
optimization problem is required to be solved

min.
β

βTβ

subject to

[
Ẽ

−Ẽ

]
β ≤

[
c1
c2

] (45)

In this manner, also constraints on U and Y, when additionally
using (16), can be handled.

4. SIMULATION EXAMPLE

A simulation example is considered by making use of the
following 2 input, 2 output MIMO system

G(s) =

⎡⎢⎢⎣
4e−27s

45s+ 1

2e−21s

60s+ 1

5.5e−17s

15s+ 1

6e−12s

50s+ 1

⎤⎥⎥⎦ (46)

which is discretised by making use of a sampling interval
Ts = 7 s. The simulation results corresponding to a decoupling
and a non-decoupling MPC controller are shown in Figure 1.
In the decoupling case, d = 2 is chosen such that E(z−1)
is non-causal. Furthermore, the weighting matrices are Q1 =
0.05I,Q2 = 0.55I in the decoupling MPC and Q = 0.1I in the
non-decoupling MPC. The weighting matrices are chosen such
that similar rise and settling times are achieved. Λ = I in both
cases and the prediction and control horizons are chosen to be
Np1 = 100, Np2 = 80 and Nc1 = Nc2 = 50. The reference
signal is a step of amplitude 3 units where this reference change
of the first output is applied at t = 150 s and to the second
output at t = 300 s. As shown in Figure 1, the non-decoupling
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Fig. 1. Inputs, input differences and outputs of the decoupling
and non-decoupling MPC

MPC controller allows significant response in the output where
the reference signal does not change compared to decoupling
MPC where almost no cross-coupling effect is observable. The
control actions of the decoupled and non-decoupling MPC are
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similar, but the amplitude of the decoupling MPC exceeds the
amplitude of the non-decoupling MPC. This is perhaps not
surprising.

Now, constraints are imposed on ΔU, where−0.05 ≤ ΔU1 ≤
0.05 and −0.1 ≤ ΔU2 ≤ 0.1 and the results are shown in
Figure 2. The response is compared to the unconstrained non-
decoupling MPC and it is shown that the cross-coupling effects
are still not as intensive as in the unconstrained non-decoupling
case. Finally, d = 4 is chosen so that E(z−1) is causal, hence
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Fig. 2. Constraints imposed on ΔU

it is required to make use of the predicted control inputs in
order to obtain the current value. Figure 3 shows the simulation
results where the weighting matrices of the decoupling MPC
are changed to Q1 = 0.0005I and Q2 = 0.0055I in order
to obtain satisfactory results. Here cross-coupling effects can
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Fig. 3. Case of causal E(z−1)

be observed and the settling time is increased. This is believed
to be caused by the inaccuracy of the predictions used in the
calculation of the control.

In practice the system parameters are usually not perfectly
known. This can be caused by non-linearities, which are ap-
proximated to be linear, or imperfectly estimated system pa-
rameters, hence, the performance of the decoupling MPC is of
interest when uncertainties in the model parameters are present.
This issue is addressed in the following.

The matrix E(z−1) is chosen to be non-causal and the con-
troller parameters are the same as used in Figure 1.

0 100 200 300 400 500 600
−1

0

1

2

3

4

y 1

0 100 200 300 400 500 600
−1

0

1

2

3

4

y 2

0 100 200 300 400 500 600
−4

−2

0

2

4

y 1

0 100 200 300 400 500 600
−4

−2

0

2

4

y 2

0 100 200 300 400 500 600
−4

−2

0

2

4

time [s]

y 1

0 100 200 300 400 500 600
−4

−2

0

2

4

time [s]

y 2

Fig. 4. Upper: uncertainties in the numerator parameters; Mid-
dle: uncertainties in the denominator parameters; Lower:
uncertainties in the numerator and denominator parame-
ters

In Figure 4 in the upper plot, the model parameters of the
numerator are varied in the range of ±10% of the nominal
value. This means, that a uniformly distributed random number
in this interval is added to the nominal value and 50 Monte-
Carlo runs are performed. In this manner, the denominator
parameters are varied in the plot in the middle. But here, the
interval is chosen such that the time constants vary in the
range of ±50% of the nominal time constants. The lower plot
shows the performance when the numerator and denominator
parameters are varied in the same intervals as in the plots above.

As indicated in Figure 4, the numerator parameter uncertain-
ties do not impact the performance significantly. Compared to
Figure 1, the cross-coupling effects are still less in amplitude
than in the non-decoupling case. But, it seems that the per-
formance is more sensitive to uncertainties in the denominator
parameters. Here, it can lead to unstable results. This can be
overcome by increasing the weighting matrix Λ. As shown in
Figure 5, when the weighting matrix is Λ = 700I , stable results
are obtained. Since the poles of the model are still inside the
unit circle in the entire interval, the unstable results are caused
by ill-conditioned matrix (ΦTQΦ + Λ) in (20). One way to
overcome this issue is to increase Λ. The lower plot in Figure
4 shows the performance when uncertainties are applied to the
numerator and denominator parameters and this performance
is similar to that when denominator uncertainties are applied
only. This is not unexpected since the numerator uncertainties
affect the performance marginally compared to denominator
uncertainties.

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

211



0 100 200 300 400 500 600
−4

−2

0

2

4

y 1

0 100 200 300 400 500 600
−4

−2

0

2

4

y 2
0 100 200 300 400 500 600

−0.02

−0.01

0

0.01

0.02

Δu
1

0 100 200 300 400 500 600
−0.04

−0.02

0

0.02

0.04

Δu
2

0 100 200 300 400 500 600
−1

0

1

2

u 1

time in s
0 100 200 300 400 500 600

−1

−0.5

0

0.5

1

u 2

time in s

Fig. 5. Uncertain denominator parameters and increased Λ

5. CONCLUSION

In this paper, an approach for reducing the cross-coupling
effects by making use of a model predictive control structure is
presented. The model used is in a non-minimal state space form
and the MPC controller allows the incorporation of individual
control and prediction horizons in a straightforward manner. By
diagonalising the system, an additional matrix in polynomial
form is introduced. This matrix requires the adjoint of the input
coefficient matrix in polynomial form to be computed as well
as the determinant. Furthermore, the choice of the forward shift
zd affects the performance significantly since the control input
predictions may not be sufficiently accurate in order to achieve
a desired performance criteria.
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Abstract: In this paper a novel approach to unknown input estimation based on a parity
equations concept is developed. Unlike the unknown input observers based on the Kalman
filtering approach, the observer proposed here is independent of the system state vector.
Therefore, due to the reduction of the number of estimated signals, a higher accuracy of the
input estimation is achieved. This makes the scheme advantageous in cases when the accuracy
of the input estimate is crucial and the knowledge about the system states is not required. By
increasing the order of the parity space, which is a tuning parameter of the algorithm proposed,
the new approach allows the influence of the effects of measurement noise to be reduced. A
Lagrange multiplier method is used to obtain an analytical solution for the filter parameters.

Keywords: Filtering, observers, parity equations, unknown input reconstruction

1. INTRODUCTION

The history of observers dates back to the 1960s with
the Luenberger system state observers (see Luenberger
(1964)). Subsequently, state observers have been extended
to the class of systems with both, known and unknown
system inputs (see for example Darouach and Zasadzinski
(1997)). Over the last decade the simultaneous estimation
of both, state vector and unknown inputs, based on a
Kalman filtering approach has gained an interest (cf.
Floquet and Barbot (2006); Hsieh (2000)). Gillijns and
De Moor (2007a) combined the state observer proposed by
Darouach and Zasadzinski (1997) and the unknown input
estimator of Hsieh (2000) creating a state and unknown
input observer, which is optimal in the minimum variance
sense. This approach has subsequently been extended to
the case of a linear system with a direct feedthrough (see
Gillijns and De Moor (2007b)).

In this paper a new approach to the problem of unknown
input estimation based on parity equations (PE) is pro-
posed. A detailed explanation of PE can be found in Ding
(2008); Gertler (1991); Li and Shah (2002). A very general
relationship between the PE and the left inverse of the
minimum-phase deterministic system has been presented
by Edelmayer (2005). On the contrary, in this paper PE
are used to obtain an approximation (estimate) of the un-
known input of a stochastic system, whose measurements
are affected by noise. The method is suitable for both
minimun-phase and nonminimum-phase systems. The con-
tribution of this paper is to utilise the Lagrange multiplier
method to provide an analytical solution for the filter
parameters, which minimise effects of measurement noise.
Furthermore, unlike the unknown input observers (UIOs)
based on the Kalman filtering approach (see for example

Gillijns and De Moor (2007a,b)), the developed observer
is orthogonal to the system state vector.

In the framework of this paper, firstly, the PE theory
is explained. Subsequently, the derivation of the novel
filter is provided. Use is made of the Lagrange multiplier
method (see for example Bertsekas (1982)) to obtain
an analytical solution to the unknown input estimator
parameters. Then, based on a numerical example, the
influence of the parity space order (which is a tuning
parameter of the filter) on the efficacy of the algorithm
is analysed. Finally, the accuracy of the novel method is
compared to that of the Kalman filter-based minimum
variance unbiased unknown input estimator proposed by
Gillijns and De Moor (2007b).

2. DESCRIPTION OF APPROACH

In this section the new algorithm is derived. Firstly, for
completeness, PE are described in Subsection 2.1, see e.g.
Li and Shah (2002). Then, in Subsection 2.2, using existing
concepts, a new unknown input observer based on PE
(further referred to as PE-UIO) is developed.

2.1 Parity Equations

Assume that a linear dynamic discrete time two-input
single-output system is represented by an nth order state
space equation of the following form:

x(t+ 1) = Ax(t) +Bu0(t) +Gv(t)

y0(t) = Cx(t) +Du0(t) +Hv(t)

u(t) = u0(t) + ũ(t)

y(t) = y0(t) + ỹ(t)

(1)
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where A ∈ Rn×n, B ∈ Rn×1, C ∈ R1×n, D ∈ R1×1, G ∈
Rn×1 and H ∈ R1×1. The terms u0(t), v(t) and y0(t) refer
to, respectively, known and unknown input to the system
and the system output. An errors-in-variables (EIV) case
is considered (see, for example, Söderström (2007)), i.e.
all measured variables, which are input u(t) and y(t),
are affected by a zero mean, white Gaussian mutually
uncorrelated measurement noise sequences denoted by
ũ(t) and ỹ(t), respectively. Hence, the noise free but
unmeasured system input and output are denoted as u0(t)
and y0(t), respectively.

The following stacked vector of the unknown input, v(t),
is created (see, for example, Li and Shah (2002)):

V = [ v(t− s) v(t− s+ 1) · · · v(t) ]
T

(2)

where the term s denotes the order of the parity space.
Analogously, one can build stacked vectors of y(t), y0(t),
ỹ(t), u(t), u0(t) and ũ(t) which are denoted, respectively,

as Y , Y0, Ỹ , U , U0 and Ũ . By making use of this notation
the system (1) can be expressed in the form of:

Y0 = Γx(t− s) +QU0 + TV (3)

where Γ is an extended observability matrix:

Γ =
[
CT ATCT · · · (As)TCT

]T
∈ R(s+1)×n (4)

and Q is the following block Toeplitz matrix:

Q =

⎡
⎢⎢⎢⎢⎣

D 0 · · · 0
CB D · · · 0
CAB CB · · · 0

...
...

. . .
...

CAs−1B CAs−2B · · · D

⎤
⎥⎥⎥⎥⎦ ∈ R(s+1)×(s+1) (5)

Analogously, the matrix T is built by replacing D with H
and B with G in the matrix Q. In order to eliminate the
unknown state vector from (3), a row vector W is defined,
which belongs to the left nullspace of Γ, i.e.

WΓ = 0 (6)

Hence (3) can be reformulated as:

WTV = WY0 −WQU0 = W (Y − Ỹ )−WQ(U − Ũ) (7)

By rearranging the measured (known) variables on the
right-hand side of (7) and the unknowns on the left-hand
side, the following PE is obtained (cf. Li and Shah (2002)):

WTV +WỸ −WQŨ = WY −WQU (8)

In the next section use is made of the PE in order to derive
a novel algorithm for the unknown input estimation.

2.2 Input reconstruction with measurement noise filtering

Denote the matrix spanning the left nullspace of Γ as Γ⊥.
Consequently, the row vector W is a linear combination
of rows of Γ⊥. It is assumed here that the system (1)
is observable, hence the extended observability matrix Γ
is of full rank. Therefore, the dimension of Γ⊥ is (s −
n + 1) × (s + 1), and since T is square, it is true that
Γ⊥T ∈ R(s−n+1)×(s+1). Thus in the case of noise-free
input and output measurements, i.e. when U=U0 and
Y=Y0, the following equation holds (cf. (7)):

Γ⊥TV = b (9)

where b is a column vector of (s− n+ 1) elements, and:

b = Γ⊥Y − Γ⊥QU (10)

Note, that the matrix T consists of the Markov parameters
of the relation between the unknown input and the output,
which are given by (see Kirtikar et al. (2009)):

Ti =

{
H , i = 0

CAi−1G , i > 0
(11)

The relative degree of the system Gv(z) = C(zI−A)−1G+
H, denoted as r, is the smallest number for which Tr �= 0
(cf. Edelmayer (2005)). Hence, one can note that (10) is a
homogenous set of equations (i.e. the sequence of unknown
input values can be determined explicitly from (10)) only,
if the system Gv(z) has no zeros, i.e. the relative degree is
equal to the order of Gv(z). (Which means that the last r
columns of the matrix Γ⊥T are equal zero.) Nevertheless,
the unique solution to the set of equations (10) can be
seriously affected by the measurement noise ũ(t) and ỹ(t).
The algorithm proposed here minimises the effects of the
unwanted measurement noise. Furthermore, the technique
can be utilised to yield an approximation of v(t) in the case
when Gv(z) has zeros. The proposed method is suitable for
both minimum-phase and nonminimum-phase systems.

It is proposed to calculate the value of the unknown input
as:

v̂(t) = WY −WQU (12)

which, in the case of a noise-free input and output mea-
surements, is:

v̂(t) = WTV (13)

Thus, based on the assumption that the unknown input is
slowly varying, its estimate can be calculated as a linear
combination of the sequence v(t−s), v(t−s+1), · · · , v(t).

v̂(t) = α0v(t) + α1v(t− 1) + · · ·+ αsv(t− s) (14)

where the α parameters are dependent on the choice of the
vector W , such that:

WT = [ αs αs−1 · · · α0 ]
T

(15)

One can note that (14) is an equation of a moving average
finite impulse response filter with the gain given by the
sum of the α parameters, i.e. the sum of elements of the
vector WT . Thus, it is suggested here that the vector W
should be selected in such a way, that the sum of elements
of the vector WT is equal unity.

It is anticipated that the choice of the order of the parity
space s, as well as the vector W may influence a lag in the
estimate of the unknown input (due to the moving average
filtering property of the unknown input estimator).

In the next subsection an algorithm for the selection of
an optimal vector W is derived based on the Lagrange
multiplier method.

2.3 Selection of optimal W

In the case of noisy input and output measurements,
equation (12) becomes:

v̂(t) = WTV +WỸ −WQŨ (16)

Hence, the estimate of the unknown input is affected by
a coloured noise. However, by a careful choice of W , the
degrading effect of noise can be minimised. Due to the fact
that ỹ(t) and ũ(t) are uncorrelated, white and zero mean
(i.e. the expected values E{ỹ(t)} = E{ũ(t)} = 0), it is
true that:

E{WỸ −WQŨ} = 0 (17)
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Hence asymptotically, a presence of the measurement noise
does not cause a bias in the unknown input estimate.
Furthermore, an influence of the measurement noise on the
unknown input estimate can be minimised by reducing the
variance of the term WỸ −WQŨ , i.e.:

E{(WỸ −WQŨ)(WỸ −WQŨ)T } = WΣỹW
T+

+WQΣũQ
TWT −WΣTũỹQ

TWT −WQΣũỹW
T

(18)

where Σũ = E{Ũ ŨT }, Σỹ = E{Ỹ Ỹ T }, Σũỹ = E{Ũ Ỹ T }.
Due to the fact that the input and output measurement
sequences are considered to be white, zero mean and
mutually uncorrelated:

Σũ = σ2
ũI, Σỹ = σ2

ỹI, Σũỹ = 0 (19)

where the terms σ2
ũ and σ2

ỹ refer to the variance of
the measurement error of the system input and output,
respectively, whilst I is an identity matrix of appropriate
dimension.

Subsequently, the vector W should be selected to minimise
the cost function f(W ):

f(W ) = WΣỹW
T +WQΣũQ

TWT (20)

subject to the following constraints:

(1) Sum of elements of WT is equal to 1.
(2) WΓ = 0.

The cost function (20) can be minimised by making use
of the Lagrange multipliers method (see, for example,
Bertsekas (1982)). Denote the rows of Γ⊥ by γ1, γ2, ...,
γ(s−n+1):

Γ⊥ =
[
γT1 γT2 · · · γT(s−n+1)

]T
(21)

The vector W is a linear combination of rows of Γ⊥, i.e.

W =
s−n+1∑
i=1

piγi (22)

Hence the cost function (20) can be reformulated as a func-

tion of the parameter vector P = [ p1 p2 · · · ps−n+1 ]
T

:

f(P ) =

(
k∑
i=1

piγi

)
Σ

⎛⎝ k∑
j=1

pjγ
T
j

⎞
⎠ =

k∑
i=1

k∑
j=1

pipjγiΣγ
T
j

(23)
where k = s− n+ 1 and:

Σ = Σỹ +QΣũQ
T (24)

The cost function f(P ) is required to be minimised subject
to the constraint:

g(P ) = sumrow(WT )− 1 = 0 (25)

where the operator sumrow(A) denotes a column vector
whose elements are sums of the appropriate rows of the
matrix A.

The solution to the Lagrange minimisation problem is
given by (see Bertsekas (1982)):

∇f(P ) = λ∇g(P ) (26)

The partial derivative of f(P ) with respect to the ith

element of the vector P (denoted as pi) is:

∂f(P )

∂pi
=

k∑
j=1

pjγiΣγ
T
j +

k∑
j=1

pjγjΣγ
T
i (27)

After some manipulations the gradient of f(P ) is reformu-
lated as:

(∇f(P ))T =
(

Γ⊥Σ(Γ⊥)T + (Γ⊥Σ
(
Γ⊥)T

)T)
P (28)

The partial derivative of the constraint function g(P ) with
respect to pi is calculated via:

∂g(P )

∂pi
= sumrow(γiT ) (29)

Thus, the gradient of g(P ) can be reformulated as:

(∇g(P ))T = sumrow(Γ⊥T ) (30)

By making use of the notation:

S =
(

Γ⊥Σ(Γ⊥)T + (Γ⊥Σ
(
Γ⊥)T

)T)
(31)

and
ψ = sumrow(Γ⊥T ) (32)

the solution to the Lagrange optimisation problem (26)
can be rewritten as:

SP = λψ (33)

Hence, the optimal parameter vector P is given by:

P = λS−1ψ (34)

The constraint function g(P ) = 0 can be rewritten as:

PTψ − 1 = 0 (35)

Incorporating (34) into (35):

λ
(
S−1ψ

)T
ψ − 1 = 0 (36)

Hence, the Lagrange multiplier is given by:

λ =
((
S−1ψ

)T
ψ
)−1

(37)

The algorithm for calculating the optimal vector W is
summarised below:

(1) Select the order of the parity space s ≥ n and build
matrices Γ, Q and T .

(2) Obtain Γ⊥ (the left nullspace of Γ).
(3) Compute Σ using (24).
(4) Calculate the column vector ψ and the matrix S

making use of (32) and (31), respectively.
(5) Obtain the Lagrange multiplier λ using (37).
(6) Calculate the parameter vector P by (34).
(7) Compute the vector W as:

W = PTΓ⊥ (38)

3. NUMERICAL EXAMPLE

Consider an exemplary system, described by (1), whose
state space matrices are:

A =

[
0 0.765
1 −0.050

]
B =

[
0.005
0.5

]
G =

[
1.383
0.975

]
C = [ 0 2 ] D = [0] H = [1]

(39)

The efficacy of the PE-UIO filter, designed for the system
(39), for different cases of s and different cases of the input
and output measurement noise variances is evaluated. Two
efficiency indices are considered in order to assess the
efficacy of the algorithms examined, namely the minimal
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mean square error (MSEmin) and the estimation lag (EL).
Consider a classical mean square error (MSE) index, where
the true input v(t) is delayed by i samples with respect to
the estimated input v̂(t):

MSE(i) =

∑
t (v̂(t)− v(t− i))

2∑
t v

2(t− i)
(40)

The word minimum here refers to the the fact that the
minimal value of MSE, as a function of the delay i,
is considered (i.e. MSEmin). The delay, for which the
function MSE(i) achieves its minimum, is denoted EL (EL
is the argument of MSE(i), i.e. i =EL):

EL = arg min
i

MSE(i)

MSEmin = MSE(EL)
(41)

Hence, the EL indicates the number of samples by which
the unknown input estimate is delayed with respect to the
input. The MSEmin provides the accuracy measure of the
unknown input estimate (delayed by the EL).

A Monte-Carlo simulation comprising of 100 runs has
been carried out. Mean values of the MSEmin and the
EL for each simulation setup are presented in Table 1. As
expected, an increase in the parity space order results in
a corresponding increase in the EL. For the first two cases
of the measurement noise (σ2

ũ, σ
2
ỹ), i.e. ((0.1,2) and (1,1))

the MSEmin reduces as s increases from 3 to 6, however, a
further increase of s degrades the efficacy of the PE-UIO
(in terms of MSEmin).

The last row of Table 1 shows the efficacy of the Kalman
filter-based minimum variance unbiased (MVU) state and
input estimator proposed by Gillijns and De Moor (2007b).
Due to the moving average filtering properties of the PE-
UIO and that only a single signal (the unknown input)
is estimated, the PE-UIO appears to be advantageous in
comparison to the MVU approach in the case examined.
Fig. 1 presents an exemplary visual illustration of the
unknown input estimation using MVU and PE-UIO with
s = 6.

Table 1. Simulation results (σ2
ũ, σ

2
ỹ)

(σ2
ũ
, σ2

ỹ
) (0.1,2) (1,1) (10,1)

s EL MSEmin EL MSEmin EL MSEmin

3 0 2.454 0 2.764 0 13.639
4 0 2.268 0 2.210 0 6.469
6 1 1.572 1 1.422 1 3.012
8 2 2.496 2 2.086 2 2.668

MVU 0 19.4971 0 18.841 0 28.7843

4. CONCLUSIONS AND FURTHER WORK

A new approach for reconstructing the unknown input has
been developed. The main advantage of the new scheme is
that it does not rely on state estimation. Therefore, since
the number of estimated signals is reduced, the estima-
tion accuracy (in terms of the discrepancy between the
true and the estimated input) is increased. Consequently,
the proposed approach offers advantages in cases, when
knowledge about the system states is not required. Due
to the moving average filtering properties of the proposed
scheme, the effect of measurement noise on both signals,
i.e input and output, is minimised.

4100 4150 4200 4250 4300

−5

0

5

10
true
PE−UIO
MVU

Time [samples]

v
(t

)

Fig. 1. Comparison of efficacy of PE-UIO and MVU (σ2
ũ =

1, σ2
ỹ = 1)

Further work aims towards the development of the algo-
rithm for multiple-input multiple-output systems. Consid-
eration is also to be given to develop the algorithm for
the more practical case of coloured measurement noise.
Furthermore, the problem of choice of the order of the
parity space depending on the noise variance remains open.
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Abstract: This paper explains the design method of an innovative active fault tolerant control
scheme and the achieved results regarding its application to aerospace nonlinear models. The
proposed method keeps the already in–place control and guidance laws and adds a feedback
loop that accommodates the fault. The kernel of this active fault tolerant control consists in
the fault detection and diagnosis module projected by using the non–linear geometric approach.
Thanks to this approach fault estimate are analytically decoupled from both other faults and
disturbances. The novel active fault tolerant control has been tested by using high fidelity
simulators of aircraft and spacecraft systems and the performance show the method’s robustness
with respect to disturbance effects and measurement errors. The results obtained demonstrate
how the proposed design methodology could be a successful approach for the reliable design of
fault tolerant control schemes in real aircraft and spacecraft applications.

Keywords: Fault tolerant control, nonlinear geometric approach, fault diagnosis, disturbance
de-coupling, aircraft and spacecraft systems.

1. INTRODUCTION

A conventional feedback control design for a complex
system may result in an unsatisfactory performance, or
even instability, in the event of malfunctions in actuators,
sensors or other system components. This is particularly
important for safety–critical systems, such as aircraft and
spacecraft applications. To overcome these drawbacks, new
approaches to control system design have been developed
in order to tolerate component malfunctions, while main-
taining desirable stability, and performance properties.
These types of control systems are often known as Fault
Tolerant Control (FTC) systems, which possess the ability
to recover component faults automatically.

In general, methods for fault tolerant control systems are
classified into two types, i.e. Passive Fault Tolerant Control
Scheme (PFTCS), and Active Fault Tolerant Control
Scheme (AFTCS). In a PFTCS, controllers are fixed, and
designed to be robust against a class of presumed faults.
In contrast to a PFTCS, an AFTCS reacts to the system
component faults actively by reconfiguring control actions.
An AFTCS relies heavily on realtime Fault Detection
and Diagnosis (FDD) schemes, which are exploited for
providing the most uptodate information about the true
status of the system. Usually, the information coming
from FDD schemes can be used from reconfiguration of
logicbased switching controller or from a feedback of the
fault estimate.

This paper illustrates a comprehensive novel methodology
for Active Fault Tolerant Control Systems. The AFTCS
is obtained by keeping the already in-place guidance and
control (GC) laws and by adding a loop for feedback of the
fault estimate. One of the main advantages of this strategy
is that a structure of logicbased switching controllers is not
required also avoiding the relative time delays required for
the appropriate controller choice. It’s worth noting that
the design of the proposed FDD scheme and the design
of the guidance and control (GC) scheme can be done
independently. These features could significantly improve
the applicability scope of these approaches since the mod-
ification of the validated and certified in-place nominal
control law could be a major concern and especially for
aerospace systems. Concerning the FDD procedure, this
paper shows a novel nonlinear method based on the work
of (Castaldi et al. (2010a)) that belong to the framework of
Non Linear Geometric Approach (NLGA). The presented
FDD scheme uses structurally robust adaptive filters (AF)
which are analytically decoupled, thanks to NLGA, from
disturbances as both non–controllable signals and other
faults, resulting in this way, in an unbiased fault estimate
(filters that aren’t decoupled from disturbances shows an
analytical bias in the fault estimate). The consequence is
that the reliability of the overall AFTC system increases.

Generally a system can be affected by several categories of
fault and by multiple faults per category. This work will
treat the case of single faults, i. e. multiple faults that
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occur one per time, modeled by additive step functions
that can well represent a loss of efficiency (Falcoz et al.
(2010); Marcos et al. (2010)).

The organization of the remainder of this paper is as
follows. Section 2 provides a description of the NLGA–AF
scheme, by highlighting the generic algorithm to obtain a
new subsystem affected by the fault to be estimated and
decoupled from the other faults and the disturbs. Also
the adaptive filters structure and the resulting AFTCS
strategy are shown in detail. Section 3 illustrates the
implementation of the FDD module and the simulation re-
sults for two aerospace examples: unmanned aerial vehicle
and spacecraft. Going through these examples are shown
several mathematical technique suitable to solve applica-
tive constraints: weak decoupling and banks of combined
filters. In Section 4 the stability verification for the overall
AFTC scheme is furnished by mean of MonteCarlo simu-
lation. Concluding remarks are summarized in Section 5.

2. NLGA–AF METHODOLOGY AND AFTCS
STRATEGY

This section describes the implementation of the FDD
scheme and the structure of the AFTCS strategy.

Regarding the presented FDD scheme, it belongs to the
NLGA framework, where a coordinate transformation,
highlighting a sub–system affected by the fault and decou-
pled by the disturbances, is the starting point to design
a set of adaptive filters. They are able to both detect
additive fault acting on a single actuator and estimate
the magnitude of the fault. It is worth observing that,
by means of this NLGA approach, the fault estimate is
decoupled from disturbance d. The proposed approach can
be properly applied to the nonlinear affine model of the
system in the form:{

ẋ = n(x) + g(x) c+ `(x) f + pd(x) d

y = h(x)
(1)

where the state vector x ∈ X (an open subset of R`n),
c(t) ∈ R`c is the control input vector, f(t) ∈ R`f is
the fault vector (faults to be estimated), d(t) ∈ R`d the
disturbance vector (embedding also the faults which have
to be decoupled, in order to perform the fault isolation)
and y ∈ R`m the output vector, whilst n(x), `(x), the
columns of g(x), and p(x) are smooth vector fields, with
h(x) is a smooth map.

The design of the strategy for the diagnosis of the fault f
with disturbance decoupling, by means of the considered
NLGA, is shown in (De Persis and Isidori (2001)) and
organized as follows:

• computation of ΣP
∗ , i.e. the minimal conditioned

invariant distribution containing P (where P is the
distribution spanned by the columns of pd(x));
• computation of Ω∗, i.e. the maximal observability

codistribution contained in (ΣP
∗ )⊥;

• if `(x) /∈ (Ω∗)⊥, fault detectability condition, the fault
is detectable and a suitable change of coordinate can
be determined.

As mentioned above, the considered NLGA to the fault
diagnosis problem, is based on a coordinate change in

the state space and in the output space, Φ(x) and Ψ(y),
respectively. They consist in a surjection Ψ1 and a function
Φ1 such that Ω∗ ∩ span {dh} = span {d (Ψ1 ◦ h)} and
Ω∗ = span {dΦ1}, where:

Φ(x) =

(
x̄1
x̄2
x̄3

)
=

(
Φ1(x)
H2h(x)
Φ3(x)

)

Ψ(y) =

(
ȳ1
ȳ2

)
=

(
Ψ1(y)
H2y

) (2)

are (local) diffeomorphisms, whilst H2 is a selection ma-
trix, i.e. its rows are a subset of the rows of the identity
matrix. This transformation can be applied to the system
(1) if and only if a the fault detectability condition is
satisfied. The system (1) in the new reference frame can
be decomposed into 3 subsystems, namely x̄1, x̄2 and
x̄3, where the first one is always de–coupled from the
disturbance vector and affected by the fault as follows:

˙̄x1 = n1(x̄1, ȳ2) + g1(x̄1, ȳ2) c+ `1(x̄1, ȳ2, x̄3) f

ȳ1 = h(x̄1)
(3)

where the variable ȳ2 in (3) is assumed to be measured
and considered as independent input.

With reference to (3), the NLGA–AF can be designed if
the condition in (De Persis and Isidori (2001)) and the
following new constraints are satisfied:

• the x̄1–subsystem is independent from the x̄3 state
components;

• the single fault is a step function of the time; hence
an element of vector f is a constant to be estimated;
• there exists a proper scalar component x̄1s of the

state vector x̄1 such that the corresponding scalar
component of the output vector is ȳ1s = x̄1s and the
following relation holds (Castaldi et al. (2007)):

˙̄y1s(t) = M1(t) · fs +M2(t) (4)

where M1(t) 6= 0, ∀t > 0. Depending on te application
(see the following examples), the term fs can be read as a
single scalar fault or a combination of single scalar faults
weighted by nonlinear state functions. Moreover M1(t)
and M2(t) can be computed for each time instant, since
they are functions just of input and output measurements.
The relation (4) describes the general form of the system
under diagnosis. Under these conditions, the design of the
adaptive filter is achieved, with reference to the system

model (4), in order to provide a fault estimation f̂s(t),
which asymptotically converges to the magnitude of the
fault fs. Assume that the subsystem (4) is determined with
the proposed NLGA procedure. Than fs can be estimated
by means of the following adaptive filter based on the
least–squares algorithm with forgetting factor (Castaldi
et al. (2010a)). The adaptation law is given by: Ṗ = β P − 1

N2
P 2M̆2

1 , P (0) = P0 > 0

˙̂
fs = P ε M̆1, f̂s (0) = 0

(5)

with the following equations representing the output es-
timation, and the corresponding normalised estimation
error:
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{
ˆ̄y1s = M̆1 f̂s + M̆2 + λ ˘̄y1s

ε =
1

N2

(
ȳ1s − ˆ̄y1s

) (6)

where all the involved variables of the adaptive filter are
scalar. In particular, λ > 0 is a parameter related to the
bandwidth of the filter, β > 0 is the forgetting factor and
N2 = 1 + M̆2

1 is the normalisation factor of the least–
squares algorithm. Moreover, the proposed adaptive filter
adopts the signals M̆1, M̆2, ˘̄y1s which are obtained by
means of a low–pass filtering of the signals M1, M2, ȳ1s as
follows:

˙̆
M1 = −λ M̆1 +M1, M̆1(0) = 0
˙̆
M2 = −λ M̆2 +M2, M̆2(0) = 0
˙̄̆y1s = −λ ˘̄y1s + ȳ1s, ˘̄y1s(0) = 0

(7)

Thus, the considered adaptive filter is described by the
systems (5), (6), and (7). It can be proved that the asymp-
totic relation between the normalised output estimation

error ε(t) and the fault estimation error fs − f̂s(t) is the
following:

lim
t→∞

ε(t) = lim
t→∞

M̆1(t)

N2(t)

(
fs − f̂s(t)

)
(8)

Moreover, it can be proved that the adaptive filter de-
scribed by the relations (5), (6), and (7) provides an

estimation f̂s(t) that asymptotically converges to the mag-
nitude of the step fault fs. The proofs are similar to those
of (Castaldi et al. (2010a)) and have been omitted here.

With reference to Figure 1, ur is the reference input, u
is the actuated input, uc is the controlled input, uGC

represents the output signal from the GC system, y is

the measured output, f the actuator fault, whilst f̂ is the
estimated actuator fault. Therefore, Figure 1 shows that
the AFTCS strategy is obtained by integrating the FDD
module with the existing GC system. The FDD module
consisting of the generalised bank of NLGA–AF provides

the correct estimation f̂ of the f actuator fault. This
estimated signal is injected into the control loop, in order
to compensate the effect of the actuator fault.

Fig. 1. Logic diagram of the integrated AFTCS strategy.

3. NLGA–AF METHODOLOGY APPLICATIONS

The NLGA methodology showed in Section 2 is directly
applicable only to systems that are affine w. r. t. both

inputs and disturbances. If an observable sub–system can
be found one fault can be isolated from disturbances and
other faults. Unfortunately a lot of nonlinear models of
interest in the aerospace field don’t match these require-
ments and, in particular, there are two main cases:

(1) The system is not affine w. r. t. inputs (ex. UAV);
(2) The system is affine w. r. t. both inputs and distur-

bances but it’s impossible to isolate only one fault
(ex. spacecraft);

In this section the NLGA–AF methodology is applied to
three examples belonging to the enumerated categories
and, for each of these, are showed the models and their
peculiarity, the eventual hypothesis used in the models ap-
proximation, the NLGA application strategy, the adaptive
filters obtained and the simulation results for the resulting
global AFTCS.

3.1 Example 1: Unmanned Aerial Vehicle, UAV

The dynamic model of the fixed wing UAV assumed for
this application is often used for control system design
purposes (Boskovic et al. (2004)). The control inputs are
the thrust, T , the load factor, n, and the bank angle, µ.
There are two faults respectively on the thrust and the load
factor. In this work there are not external or environment
disturbances and the filters have to be decoupled only from
the other faults. In this case the mathematical matter is
that the load factor appears in the model with in a non–
affine way while the thrust is an affine input. On the other
hand it can be possible to obtain an estimation of fault
acting on n independently from that on T . The strategy
used to solve this problem (Castaldi et al. (2010b)) consists
in a fall of two adaptive filters: the first one estimates the
fault on n and the second on T . The adaptive filter on
n communicates the fault estimate to the second filter
which can considers known the quantities present in its
equation and so it can provides the estimation of fault
on T . Figure 2 depicts the logic of the modified FDD
module. As shown in the following simulation results,

Fig. 2. FDD weak decoupling logic.

the fault decoupling is perfect in steady–state conditions,
and negligible in transient conditions, if the NLGA–AF is
designed to provide a prompt fault reconstruction.

With reference to Section 2, the design of the NLGA–AF
described by Eq. (4) for the signal fs = fn, is based on
the dynamic system in the form:
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˙̄y1s,n = M1,n fn +M2,n

M1,n =
g cosµ

V

M2,n =
g

V
(n cosµ− cos γ)

(9)

where V is the airspeed, g is the gravity acceleration and γ
is the ramp angle. It is worth observing that M1,n(t) 6= 0,
∀ t > 0, since the bank angle, µ, has been kept far from
the value of 90o during the set of simulations performed
in this work.

On the other hand, the NLGA–AF for the signal fT has
the form: 

˙̄y1s,T = M1,T fT +M2,T

M1,T =
g

W

M2,T = g

(
T −D
W

− sin γ

) (10)

with the drag expression given by:

D =
1

2
ρ V 2 S CD0 + 2 k

(
n+ f̂n

)2
W 2

ρ V 2 S
(11)

where W is the UAV’s weight, ρ is the air density, S is the
wing reference area, CD0 it the parasite drag coefficient
and k is the induced drag coefficent.

Figure 3 shows the estimate of the signal f̂n (dashed line),
when compared with the actual simulated fault fn (con-

tinuous line). It’s worth noting that the f̂T asymptotically
has zero mean value thanks to the weak decoupling: after

the estimation transient of f̂n the estimate on T take into
account the fn effect resulting in a unbiased estimate.
Without the weak decoupling the detectability range on

f̂T will be greater than that shown and, more precisely, it
will depend on fn value resulting in an hardly usable filter.

Fig. 3. Estimate f̂n of fn fault.

Figure 4 shows the estimate of the signal f̂T (dashed
line) and compares it to the actual simulated fault fT
(continuous line).

Fig. 4. Estimate f̂T of fT fault.

In particular, Figure 5 shows the airspeed signal V when
the AFTCS recovers the fault (dashed line) and without
fault accommodation (continuous line).

Fig. 5. Airspeed V with and without fault recovery.

Figure 6 shows the tracking error, one of the most mean-
ingful aircraft variables that should assess the perfor-
mances of the and AFTCS strategy, with (dashed line)
and without (continuous line) fault recovery.

Fig. 6. Euclidean position error with and without recovery.

3.2 Example 2: Spacecraft

The spacecraft is considered to be a rigid body, whose
attitude, described in Euler’s angles, can be changed by
using three actuators that generate the control momen-
tums aligned with the three principal axis of inertia. In
this case the faults are three momentums acting along the
same direction of control torques. The disturbance from
which the filters have to be decoupled is the gravitational
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one. In this example the model is affine but it is impossible
to obtain a new sub–system sensible only to one fault and
decoupled from both disturbance and other faults. Then,
the strategy consists in a bank of the three adaptive filters
each of these sensible to all faults except one and decoupled
from the gravitational disturbance. With a simple decision
logic the fault detection, isolation and estimation can be
accomplished. In order to design the NLGA–AF scheme
estimating a single fault fi decoupled from gravitational
disturbance, it is possible to design three AF organized as
a generalised scheme by means of the following procedure.

(1) Let gi (x), i = 1, . . . , 3 (i.e. the columns of g (x) in
the model of Eq. (1)). Let pd (x) be the vector field
related to the gravitational disturbances;

(2) Find a x̄1–subsystem sensitive, for example, to a
combination of the faults f1 and f2, and decoupled
from gravitational disturbances by defining: p (x) =
[ g3 (x) pd (x) ] and then applying the NLGA proce-
dure; it results

fs = f12 , f1A12 (x) + f2B12 (x) (12)

(3) Repeat the step 2 to determine other two x̄1–
subsystems sensitive, respectively, to the fault couples
{f1, f3} and {f2, f3};

(4) Organise these 3 filters as a generalised scheme : if,
for example, the single fault f1 is present, only the
filter sensitive to the combination of {f2, f3} has zero
output, thus allowing fault isolation. Moreover, by

exploiting the estimate f̂12, the fault f1 estimate can

be obtained by means of relation f̂1 = f̂12
A12(x)

.

The coordinate change necessary to select the x̄1–subsystem
decoupled from gravitational disturbances, determined by
means of the above described NLGA procedure for the

case with f = [f1 f2]
T

has the form:

x̄1s = x̄11 = P sin θ +Q
IZ − IY
IX − IZ

IY
IX

cos θ sinφ (13)

The x̄1–subsystem sensitive to fs12 is given by (Baldi et al.
(2010)):

˙̄y1s = M1f12 +M2 (14)

where M1 = 1 and

M2 =
(Iy − Iz)

Ix
R [Q sin θ + P cos θ sinφ] +

[Q cosφ−R sinφ]P cos θ +

+
1

Ix

[
MxC

sin θ +MyC

Iz − Iy
Ix − Iz

cos θ sinφ

]
+

+Q [P + tan θ (Q sinφ+R cosφ)]×

× IZ − IY
IX − IZ

IY
IX

cos θ cosφ

Moreover, the model of Eq. (14) is completed by:

A12 (x) = sin θ

B12 (x) =
Iz − Iy
Ix − Iz

cos θ sinφ
(15)

where M]C , f], I], (] = x, y, z) are the control torque,
fault torque and inertia on ]-axis, respectively. The rates

of turn are respectivelly P , Q and R while the φ, θ, ψ are
the attitude angles.

The global scheme with a generic nonlinear attitude con-
trol system is tested in noisy simulation. In the case of

presence of fault f2, figure 7 shows the estimates f̂12, f̂13
and f̂23 (now considered as residuals). Only the residuals
decoupled from gravitational and fault on the second axis,
i.e. f13, have zero mean value after the fault occurrence,
thus allowing the correct fault isolation. Hence, as de-

scribed in this section, f̂2(t) can be determined. Figure

Fig. 7. Residuals.

8 shows the estimates of f2 obtained with both the pro-
posed gravitational decoupled filter (bold black line) and
the the not decoupled filters (gray line), when compared
with the actual simulated actuator fault (fine black line).
With reference to the variation ∆θ of the attitude angle

Fig. 8. Fault estimate f̂2.

θ with respect to the reference value, the fault recovery
performances are obtained by using three different control
strategies: without FTC, with FTC using not decoupled
filters and, finally, with FTC using the proposed decoupled
filters. As shown in Figures 9, the comparison highlights
the better performances of the AFTCS relying on a FDD
module decoupled from the gravitational field.

Fig. 9. Angle variation: ∆θ.

Figure 10 shows the fault estimates provided by an FDD
module not decoupled from gravity disturbances, while
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the attitude increases during stellar pointing. Due to in-
creasing fault estimation errors, the corresponding AFTCS
scheme is unable to recover the spacecraft’s state to the
correct value.

Fig. 10. Not decoupled filter estimates deteriorate as
attitude increases.

4. STABILITY ANALYSIS

The stability properties of the overall AFTCS are checked
by means of a MonteCarlo campaign based on high fidelity
nonlinear simulators of the proposed aerospace systems.
Initial state conditions are changed randomly and a fault
affecting the system occurs during the transient related to
the stability analysis. All simulations have been performed
by considering noise signals modeled as a band limited
white processes. As an example, Figure 11 shows that

the UAV’s system state variables [V γ χ]
T

return to the
equilibrium values, proving the overall system stability,
and even the fault occurrence does not affect the stability
properties.

Fig. 11. Monitored state variables used for the stability
analysis.

5. CONCLUSION

This paper proposes a new NLGA–AF methodology for
Fault Tolerant Controls and shows its applications in the
aerospace field. Starting from an existing system consti-
tuted by an in–place Guidance and Control System and its
relative plant the illustrated methodology adds a feedback
loop. In this loop there’s a bank of adaptive filters which
constituent equations are derived using the NonLinear Ge-
ometric Approach. The bank of filters uses the inputs and
the outputs of the controlled plant and provides the esti-
mation of the fault. The loop is closed by injecting the fault

estimate in the input lines. The powerful of this approach
stays in the analytic disturbances decoupling that generate
a structurally robust FDD scheme and, consequently, a
very reliable AFTC system. The overall scheme results
in a Fault Tolerant Control System. The performance
of the original GCS in presence of fault is substantially
improved by the added loop both in the transient phases
and asymptotically. Two different aerospace applications
show the potentiality of this innovative nonlinear scheme.
In the case of satellite, differently from other schemes
already present in literature, for the first time, the fault
estimates were decoupled from gravitational disturbances.
Beyond a new solution was proposed for the UAV non–
affine system by using a weak decoupling. The realistic
adopted models of plants and the pragmatic mathematical
hypothesis at the base of these applications were tested by
an intensive campaign of lifelike noisy simulations. The
results show that the FTC schemes produced are reliable
and ready to physical implementations. Future works will
take into consideration also other fault types depending
on the considered application.
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Abstract: Geometric fault detection and isolation filters are known for having excellent fault
isolation, fault reconstruction and sensitivity properties under small modeling uncertainty and
noise. However they are assumed to be sensitive to model uncertainty and noise. This paper
proposes a method to incorporate model uncertainty into the design. First, a geometric filter is
designed on the nominal plant. Next a robust model matching problem is solved to design a filter
that robustly matches the performance of the geometric filter over the set of uncertain plants.
Several existing methods for robust filter synthesis are described to solve the robust model
matching problem. It is then shown that the robust model matching problem has an interesting
self-optimality property for multiplicative input uncertainty sets. Finally, an aircraft dynamics
example is presented to detect and isolate aileron actuator faults to asses the performance of
the geometric filter.

1. INTRODUCTION

Modern fly-by-wire aircraft flight control systems are be-
coming more complex with many actuators controlling
several aerodynamic surfaces. While performance goals,
like aerodynamic drag minimization and structural load
suppression are becoming more and more important flight
must be kept at the same highest safety level. In parallel,
there is a clear trend towards the All-Electric Aircraft.
Recently, Airbus introduced on the A380 a new hydraulics
layout [Van den Bossche, 2006], where the three Hydraulics
circuitry is replaced by a two Hydraulics plus two Electric
layout, which saves one ton mass for the aircraft. Each
primary surface has a single hydraulically powered actua-
tor and electrically powered back-up with the exception
of the outer aileron, which uses the two hydraulic sys-
tems together. Consequently, the trends of complexity and
more-electric architectures, like Electromechanical Actu-
ators (EMA) with more fault sources, raise the impor-
tance of availability, reliability and operating safety. For
safety critical systems, like aircraft, the consequence of
faults in the control system hardware and software can
be extremely serious in terms of human mortality and

� This material is based upon work supported by the National
Science Foundation under Grant No. 0931931 entitled “CPS: Em-
bedded Fault Detection for Low-Cost, Safety-Critical Systems”. Any
opinions, findings, and conclusions or recommendations expressed
in this material are those of the author(s) and do not necessarily
reflect the views of the National Science Foundation. This work is
supported by the ADDSAFE (Advanced Fault Diagnosis for Safer
Flight Guidance and Control) EU FP7 project, Grant Agreement:
233815, Coordinator: Dr. Andrés Marcos. This work is also supported
by the Control Engineering Research Group of HAS at Budapest Uni-
versity of Technology and Economics. The authors are also thankful
for Zoltán Szabó, for providing insight on geometric FDI methods.

economical impact. This is the reason why all aircraft man-
ufacturers are compliant with stringent safety regulations
of FAA, EASA and other aviation authorities. However,
there is a growing need for on-line supervision and fault
diagnosis to satisfy the newer societal imperatives towards
an environmentally-friendlier aircraft with still the highest
level of safety and reliability. The traditional approach to
fault diagnosis in the wider application context is based on
hardware redundancy methods which use multiple sensors,
actuators computers and software to measure and control
a particular variable [Goupil, 2009a]. Based on the math-
ematical model of the plant, analytical relation between
different sensor outputs can be used to generate residual
signals. There is a growing interest in methods which
do not require additional hardware redundancy, and only
rely on the ever increasing level of computational power
onboard the aircraft. In analytical redundancy schemes,
the resulting difference generated from the consistency
checking of different variables is called as a residual signal.

The residual should be zero when the system is normal,
and should diverge from zero when a fault occurs in the
system. This zero and non-zero property of the residual
is used to determine whether or not faults have occurred.
Analytical redundancy makes use of a mathematical model
and the goal is the determination of faults of a system
from the comparison of available system measurements
with a priori information represented by the mathematical
model, through generation of residual quantities and their
analysis. Various approaches have been applied to the
residual generation problem, the parity space approach
[Chow and Willsky, 1984], the multiple model method
[Chang and Athans, 1978], detection filter design using ge-
ometric approach [Massoumnia, 1986], frequency domain
concepts [Frank, 1990], unknown input observer concept
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[Chen and Patton, 1999], dynamic inversion based detec-
tion [Edelmayer et al., 2003], and using rational nullspace
bases [Varga, 2003]. Most of these design approaches re-
fer to linear time-invariant (LTI) systems. The geometric
concept is further generalized to linear parameter-varying
(LPV) systems by Balas et al. [2003], while input affine
nonlinear systems are considered by De Persis et al. [2001].

The geometric design approach, for example, is known
for its excellent fault isolation, fault reconstruction and
sensitivity properties under small modeling uncertainty
and noise. This paper proposes a method incorporate
model uncertainty into the design. First, a geometric
filter is designed on the nominal plant. Next a robust
model matching problem is solved to design a filter that
robustly matches the performance of the geometric filter
over the set of uncertain plants. It is then shown that the
robust model matching problem has an interesting self-
optimality property for multiplicative input uncertainty
sets. Specifically, the filter designed on the nominal plant
is the optimal filter in the robust model matching problem.
Finally, an aircraft aileron FDI example is detailed in the
present article.

The importance of this paper is on the application (simula-
tion) of the geometric approach based LTI FDI technique
to a nonlinear high-fidelity aircraft, where issues of model
uncertainty, realistic disturbances and robustness have to
be accounted for in the design stage. The remainder of the
paper is structured as follows. Section 2 formulates the
robust fault detection filter design problem and describes
the proposed solution method. The application example
of a civil aircraft is described in Section 3. The method
is applied to the high fidelity aircraft example, which
demonstrates the proposed approach, given in Section 4.
Finally, the paper is concluded in Section 5.

2. ROBUST MODEL MATCHING

This section considers a robust model matching prob-
lem for geometric filter design on uncertain plants. Then
several existing methods for robust filter synthesis are
described. The final subsection shows that the robust
model matching problem has an interesting self-optimality
property for multiplicative input uncertainty sets.

2.1 Problem Formulation

Let Gu denote an uncertain plant for which the filter will
be designed. The standard linear fractional transformation
(LFT) framework [Packard and Doyle, 1993, Zhou et al.,
1996] can be used to model the uncertainties. Let G ∈
RH

(n+k)×(n+m)
∞ and Δ ⊆ RH

n×n
∞ be given. 1 Define the

set of models

M := {Gu = Fu(G,Δ) : Δ ∈ Δ, ‖Δ‖∞ ≤ 1} (1)

It is assumed that Fu(G,Δ) is well defined for all Δ ∈
Δ with ‖Δ‖∞ ≤ 1. Δ is typically a set describing
a block structured system that can include (repeated)
real parametric and LTI dynamic system uncertainties.
Nonlinear and/or time-varying uncertainties can also be

1 G and F were used in the previous section to denote gain matrices
in the geometric filter. In this section G and F will denote systems
in the model matching design.

modeled using integral quadratic constraints [Megretski
and Rantzer, 1997]. The restriction that Δ be a square
system is only for notational simplicity.

Each Gu ∈M is a system that relates the faults and plant
inputs to the signals available to the fault detection filter:[

y
u

]
= Gu

[
f
u

]
(2)

The objective is to design a filter F with inputs [ yu ] and
output residuals r such that the residuals have “good”
fault decoupling properties for all models Gu ∈M.

A robust model matching problem is now described to
meet this objective. The nominal plant in the set M is
given by Δ = 0, i.e. G0 := Fu(G, 0) is the nominal plant.
First, design a geometric filter F0 to solve the fundamental
problem of residual generation on the nominal plant G0.
The model matching method attempts to design a filter
F such that the performance on the uncertain plant
Gu robustly matches the designed behavior of F0G0.
Mathematically, the proposed design problem is:

Problem 1. Let G ∈ RH
(n+k)×(n+m)
∞ , Δ ⊆ RH

n×n
∞ and

F0 ∈ RH
l×k
∞ be given. The robust model matching problem

is:

min
F∈RHl×k

∞
max

Gu∈M
‖F0G0 − FGu‖∞ (3)

The interconnection for this robust model matching prob-
lem is shown in shown in Figure 1. The reference model
is given by F0G0. The nominal residual response r0 will
have the desired decoupling properties given by the fun-
damental problem of residual generation. The optimiza-
tion in Equation 3 designs a filter F that most closely
matches, in a worst-case sense, the desired residual gen-
eration behavior F0G0. In this paper the focus is on fault
detection filters designed using the geometric approach but
the model matching problem can, in principle, be used to
robustly match the behavior of any filter F0 designed on
the nominal system G0.

e� ��

r
F �

[
y
u

]
G

� Δ

�
�

[
f
u

]Gu

� r0
F0G0

�

Fig. 1. Robust model matching.

2.2 Filter Synthesis

There are several approaches to solve the robust model
matching problem. Sun and Packard observed that robust
filter design (Equation 3) is an infinite-dimensional convex
optimization in the filter [Sun and Packard, 2003]. They
developed an algorithm to compute the globally optimal
robust filter for the special case where Δ only models
repeated real uncertainties. It does not seem possible to
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extend this algorithm to sets Δ that include dynamic un-
certainties, nonlinearities and/or time-varying operators.

The standard approach to handle more complicated uncer-
tainty sets is to replace maxGu∈M ‖F0G0 − FGu‖∞ with
an upper-bound. For example, when Δ contains only LTI
uncertainty the maximization overM can be replaced with
the μ upper bound which involves a minimization over D
scales [Dullerud and Paganini, 2000]. The design problem
can then be recast as a μ-synthesis problem involving a
search for the filter and the D scales. μ-synthesis is, in
general, a nonconvex problem and the coordinate-wise D-
K iteration has been applied to solve for the filter and
uncertainty multipliers [Appleby et al., 1991]. The D-K
iteration yields sub-optimal solutions but is a standard
method to handle the nonconvexity that arises in robust
control synthesis.

In robust filter design problem, the filter enters the design
interconnection in an open loop (rather than a feedback)
configuration and this structure can be exploited. There
are two different approaches to convert the μ-synthesis
problem into an infinite dimensional convex optimization
problem ([Scherer and Köse, 2008] and [Seiler et al., 2011]).
Both approaches use the more general IQC framework
to model the uncertainty and obtain an upper bound on
the worst-case performance. In [Scherer and Köse, 2008],
the filter synthesis problem is converted into an infinite-
dimensional (convex) semi-definite program (SDP) [Boyd
et al., 1994]. The set of allowable IQC multipliers is infi-
nite dimensional and a finite dimensional optimization is
obtained by restricting the multipliers to be a combination
of chosen basis functions. In [Seiler et al., 2011], the robust
filter design problem is turned into a frequency-dependent,
infinite dimensional linear matrix inequality (LMI) in the
filter and multipliers. Next, a finite dimensional optimiza-
tion is obtained by enforcing the frequency-dependent LMI
on a dense frequency grid and restricting the filter to
be a linear combination of chosen basis functions. The
frequency-dependent IQC multipliers are allowed to be
arbitrary functions on the frequency grid. To summarize,
the two approaches use roughly dual methods to convert
the robust filter design problem to a finite dimensional
convex optimization: In [Seiler et al., 2011], basis functions
are used for the filter but the multipliers (scalings) are
allowed to be arbitrary functions on the frequency grid.
In [Scherer and Köse, 2008] basis functions are chosen for
the multipliers but the filter is allowed to be an arbitrary,
linear system.

The various methods to solve the robust filter design
problem have benefits and drawbacks in terms of computa-
tional complexity and ease of formulating the problem (e.g.
picking basis functions for the filter or for the uncertainty
scalings). The next section shows that the robust model
matching problem has an interesting self-optimality prop-
erty for multiplicative input uncertainty sets. Specifically,
F0 itself is the optimal filter for this uncertainty structure.

2.3 Multiplicative Input Uncertainty

This section considers the robust model matching problem
for input multiplicative uncertainty. The uncertain system
is given by Gu := G0(I+wΔ) where w ∈ RH∞ is a weight
that specifies the level of uncertainty at each frequency

by |w(jω)|. |w(jω)| = 1 corresponds to 100% input
uncertainty at frequency ω and hence weights typically
satisfy ‖w‖∞ ≤ 1. Input multiplicative uncertainty is a
commonly used uncertainty model because the effect of
uncertainty can be quickly assessed by choosing simple
weights w. For example, a reasonable uncertainty model
is obtained by choosing w to be a first order system with
small magnitude at low frequencies and magnitude close to
one at high frequencies. Alternatively, the Matlab function
ucover [Balas et al., 2010] can be used to compute a w so
that the uncertainty set M contains a given, finite set of
LTI systems. The weight can generally be chosen as a full
matrix but the result in this section is restricted to weights
of the form w(s)I.

The design interconnection for the robust model matching
problem with input multiplicative uncertainty is shown in
Figure 2. G0 again denotes the nominal system and F0

is a filter that has been designed to achieve some desired
performance on the nominal plant. For this uncertainty
structure the robust model matching problem can be
equivalently stated as:

Problem 2. Let F0 ∈ RH
m×n
∞ , G ∈ RH

n×k
∞ and w ∈ RH∞

be given. The robust model matching problem is:

min
F∈RHm×n

∞
max

Δ∈RHk×k
∞ ,‖Δ‖∞≤1

‖F0G− FG(I + wΔ)‖∞ (4)

e� ��

r
F � G0

� ���

wI � Δ �Gu

r0� F0G0
�

Fig. 2. Robust model matching with multiplicative input
uncertainty.

The next theorem presents the main result of this section.

Theorem 3. If ‖w‖∞ ≤ 1 then F0 is the optimal filter for
the robust model matching problem.

Proof 1. The robust model matching problem can be
equivalently written as:

min
F∈RHm×n

∞
max
ω

max
Δ∈RHk×k∞

|Δ(jω)|≤|w(jω)|

‖ (F0G− FG(I +Δ)) (jω)‖

The min-max is always greater than the max-min and
hence a lower bound on the model matching problem is
obtained by:

max
ω

min
F∈RHm×n

∞
max

Δ∈RHk×k∞
|Δ(jω)|≤|w(jω)|

‖ (F0G− FG(I +Δ)) (jω)‖

(5)

Next, the constraints that F and Δ be stable are dropped:

max
ω

⎡⎢⎣ min
F∈Cm×n

max
Δ∈Ck

×k

|Δ|≤|w(jω)|

‖(F0G)(jω)− FG(jω)(I +Δ)‖

⎤⎥⎦
(6)
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The max over Δ is unchanged by dropping the stability
constraint but the min over F is potentially lower once we
drop the stability constraint. Thus the result of Equation 6
is no greater than the optimal value for Equation 5.

Next, apply Lemma from [Seiler et al., 2011] with A :=
F0(jω), B := G(jω), and α := |w(jω)|. By this lemma
and the assumption ‖w‖∞ ≤ 1, the optimization in the
brackets of Equation 6 has an optimal cost equal to
|w(jω)|‖(F0G)(jω)‖ at each ω and the optimal value is
achieved by F = F0(jω).

Thus the optimal cost for the robust model matching
problem is lower bounded by ‖wF0G‖∞. This cost is
achieved by the choice F = F0 and hence F0 is the optimal
filter.

Roughly, this result implies that the robust model match-
ing filter design is self optimal for this input multiplicative
uncertainty set. The uncertainty degrades the performance
but it does so in a way that apparently cannot be exploited
by any other filter. Note that this result is not specific to
nominal filters F0 designed with the geometric method.
The result only depends on the formulation of the robust
model matching problem and the specific structure of the
input multiplicative uncertainty.

3. AIRCRAFT MODEL

3.1 General Aircraft Characteristics

The aircraft model used in this paper is an aircraft from
Airbus. The aircraft has two engines and a nominal weight
of 200 tons. Some of its performance at cruise flight
condition are speed of 240 knots, altitude of 30000 ft.
The aircraft has 19 control inputs, and measurement of
6-DOF motion with load factor (nx, ny, nz), body rate
(p, q, r), velocity (VT ), aerodynamic angles (α, β), position
(X,Y, Z) and attitude (φ, θ, ψ) outputs. The inputs are:
pi1 left and pi2 right engine; AF (airbrake), which is
disabled at cruise flight condition, δa,IL Aileron internal
Left; δa,IR Aileron internal Right; δa,EL Ail external Left;
δa,ER Ail external Right; δsp,1L Spoiler 1 Left; δsp,1R
Spoiler 1R; Spoiler 23L; Spoiler 23R; Spoiler 45L; Spoiler
45R; δsp,6L Spoiler 6L; δsp,6R Spoiler 6R; δe,L Elevator
Left; δe,R Elevator Right; δr Rudder; and δih Trimmable
Horizontal Stabilizer which is used for trimming purposes.

The aerodynamic database, propriety of Airbus Opera-
tions S.A.S, is of high-fidelity. The rigid body aircraft
equations of motion are augmented with actuator [Goupil,
2009b] and sensor characteristics. The nonlinear body-axes
rigid body dynamics includes 13 states using quaternion
formalism: p, q, r body rates, u, v, w velocities all in body
axes, q0, q1, q2, q3 quaternions, representing the rotation
between the body and inertial axes, and X,Y, Z positions
in the North-East-Down coordinate frame, assuming Flat
Earth for simplicity.

3.2 Linearized Aircraft Model

In the present article one design point, cruise flight con-
dition, is considered. The LTI model of the aircraft is
obtained at level flight, with p = q = r = 0 rad/s,

vx = 194.36 m/s, vy = 0m/s, vz = 15.13 m/s, at 9144 m
altitude, see Vanek et al. [2011] for details. The airbrake,
which is disabled at high Mach numbers, is removed from
the control inputs since it has no effect on the aircraft.
Since the original aircraft model uses quaternions, which
impose additional constraints on the state equations, the
model used for trim and linearization is rewritten using
conventional Euler angles [Stengel, 2004]. The model used
for trim is an open-loop model without the control loop
and, since the actuators and sensors are assumed to have
unit steady state gain and low-pass characteristics, their
dynamics are omitted. Trim is obtained with zero aileron,
rudder and elevator deflection, left and right engines are
providing the same amount of thrust to balance the yawing
motion. Pitch axis trim is obtained with the Trimmable
Horizontal Stabilizer, while the aircraft has 2.66 degrees
Angle-of-attack. The resulting 12 state linear model is
unstable.

The open loop aircraft model is slightly unstable around
the yaw angle (ψ), and has two modes (X,Y ) which
are integrators. Since the FDI problem is invariant of
X,Y positions and yaw angle these states are removed
from the dynamics. The resulting model with nine states,
as described in [Vanek et al., 2011], almost perfectly
matches the original 12 states model in the behavior of the
remaining states, and outputs. The resulting system with
nine states is stable which is necessary for linear estimator
based FDI techniques.

The resulting LTI model can be augmented with first
order sensor and actuator dynamics derived from the
high-fidelity simulation, to account for their effect on the
aircraft behavior. Since the filters obtained by geometrical
FDI methods require intense computation onboard the
aircraft, only the pure rigid body dynamics model is used
for filter synthesis here.

4. FDI FILTER DESIGN FOR THE AIRCRAFT

A geometric LTI FDI filter is designed for the aileron fault
detection problem of the aircraft. First, the filter design
steps are detailed and supported by linear analysis plots
to show the optimality of the geometric filter. Detailed sim-
ulations on the high-fidelity aircraft model with injected
aileron faults follows.

4.1 Filter Design Steps

The main idea behind the filter design formulation is
that aileron faults appear on the filter residual output,
while elevator and rudder faults are embedded in the
unobservability subspace of the filter. For that reason the
LTI model derived in Section 3.2 is augmented with left
inner aileron, left elevator, and rudder faults, by using the
successive input directions from the B and D matrices as
fault directions in the linear model. Load factor, nx, ny,
and nz, measurement is omitted from the model, since
the D matrix associated with these acceleration outputs is
nonzero, which makes the geometric FDI synthesis more
complicated. The resulting filter, using the methods devel-
oped in [Massoumnia, 1986], has 1 residual output, 27 in-
puts, and 7 states. Since perfect decoupling is possible, the
transfer functions between elevator to residual and rudder
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Fig. 3. Theoretical lower bound and achieved lower bounds
of the FDI problem formulation with input multiplica-
tive uncertainty.

to residual are zero, while the residual have 0.394rad/s
time constant tracking response for aileron faults.

A lower bound on the optimal performance is computed
using frequency-gridding method described in [Seiler et al.,
2011], when the system is exposed to uncertainty. In
the nominal case, with no uncertainty, the geometric
filter is optimal for the decoupling, and according to
Theorem 3 the filter is also optimal when input multi-
plicative uncertainty is considered. The effect of struc-
tured, input multiplicative uncertainty with the weights
of w1 = 2s+2

s+60 on engines,w2 = 2s+8
1160 on spoilers, w3 =

1.5s+3
1120 on ailerons, elevators, and rudders , and w4 =
14

1160 on trimmable horizontal stabilizers are considered,
with time constants comparable with the different ac-
tuator bandwidths. These weights corresponds to more
than 100% uncertainty at high frequencies and 5% un-
certainty at low frequencies on the input channels, and
the block structure of the uncertainty Δa is grouped ac-
cording to the actuator functional groups: Δa = diag <
Δ2×2

engine,Δ
4×4
aileron,Δ

8×8
spoiler,Δ

3×3
longitudinal,Δ

1×1
rudder >.

The frequency grid consisted of 50 logarithmical spaced
points between 0.01 and 100rad/sec. Figure 3 shows the
lower bounds versus frequency. The dashed curve in Fig-
ure 3 shows the worst-case performance of F0. The per-
formance of F0 degrades by approximately 41% over the
uncertainty set, from perfect decoupling corresponding to
0 lower bound of the nominal case. The solid curve in
Figure 3 shows the lower bound on the best achievable
filter performance with uncertainty set included. The two
curves are equal as expected based on Theorem 3. Thus
F0 is the optimal filter for robustly matching its own
performance on the nominal plant. To further investigate
the performance of the obtained filter, the uncertain LTI
aircraft model is augmented with first order sensor and
actuator models, on all input and output channels. Since
the corresponding mathematical models are Airbus propri-
ety, they are not discusses here. A lower bound calculation
indicates in Figure 4 that the achievable performance is
not significantly higher, compared with the actuator- and
sensorless case, but the performance of the nominal filter
is significantly lower than the achievable minimum. Due
to these results, it is desirable to have actuator and sensor
dynamics included in the filter design, which is not the
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Fig. 4. Theoretical, and achieved lower bounds of the
FDI problem formulation with input multiplicative
uncertainty, augmented actuator and sensor models.
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Fig. 5. Left aileron liquid jamming scenario, fault occurs
at 25s.

case here since computational complexity of those filters
are significantly higher.

The filters are applied to the nonlinear aircraft model after
taking the trim values into consideration, on both control
input and sensor output signals. Since the simulation
is implemented under Simulink with 0.01sec fixed step
size, the corresponding filters are also discretized with the
same sampling time using bilinear transformation. It is
also worth mentioning, that the simulation is in closed-
loop with the flight control system set to altitude and
heading hold mode and moderate atmospheric windgust
disturbances are perturbing the aircraft flight.

The first fault scenario is left inboard aileron liquid jam-
ming as seen on Figure 5, this means that a bias occurs
on the rod sensor and the actuator shifts from it nominal
1.5deg deflection to −0.75deg deflection and it remains
−2.25deg apart from it commanded position. Figure 5 also
shows the abrupt change in roll rate at 25sec when the
fault occurs, otherwise slight deflection can be seen on the
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Fig. 6. Aileron liquid jamming, geometric FDI filter resid-
ual.

rudder but elevator and THS is unaffected, mainly the
right aileron compensates the effect of the failure.

After investigation of fault free flight profiles, a detection
threshold of 0.125 is selected. This corresponds to 100%
margin over the largest observed residual signal with no
fault. It is worth to note, that significantly lower detection
threshold is achievable when the atmospheric windgust
disturbances have lower level. Using the above mentioned
threshold a detection time of 3.12 seconds is achieved, as
shown on Figure 6, which is satisfactory since the level of
fault only affects optimal aircraft configuration and is not
critical to be detected instantaneously.

5. CONCLUSIONS

This paper considers the design of geometric fault detec-
tion filters and their application to a high fidelity aircraft
model, and shows the advantages of advanced model-
based methods, those are candidates for future industrial
implementation. First, a geometric filter is designed on the
nominal plant. Next a robust model matching problem is
solved to design a filter that robustly matches the per-
formance of the geometric filter over the set of uncertain
plants. It is then shown that the robust model matching
problem has an interesting self-optimality property for
multiplicative input uncertainty sets. The proposed LTI
filter is then applied to a high-fidelity aircraft model, where
different aileron faults are successfully detected and when
designed properly isolated from elevator and rudder faults
in reasonable time. Further research should extend the
validity of the present approach and based on the present
findings provide a fault detection approach for a larger
flight envelope.
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Task-Oriented Modelling of Rugged Terrain
from Sparse Range Data �
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Poznan University of Technology, Poznań, Poland
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Abstract: Autonomous operation of a walking robot on rugged terrain requires to build a 3D
map of this terrain. Different tasks of the walking robot control system can be supported by
different representations of the environment, from a local grid-based elevation map to more
abstracted, feature-based maps identifying traversable areas and obstacles. This paper presents
a method for building of such a task-oriented representation of the environment from sparse 2D
range measurements of the miniature Hokuyo 2D laser scanner. A procedure for local elevation
map updating is described, then algorithms used for extraction of planar surfaces and selected
features are presented. Experimental results are provided.

Keywords: walking robot, laser scanner, map building, plane fitting, edge extraction

1. INTRODUCTION

Mobile robots are increasingly employed in environments
where the classic 2D maps are insufficient. In particular,
walking robots require to build maps of the terrain, which
serve the purpose of motion planning (Rusu et al. (2009)).
Limited payload and computational resources of walking
robots make the use of 3D laser scanners and stereovision
problematic. Considering these limitations the Hokuyo
URG-04LX miniature 2D laser scanner is applied in this
work as a terrain sensor on a six-legged robot Messor. The
scanner is tilted down, so the laser beam plane sweeps the
ground ahead of the robot, enabling it to sense the terrain
profile. Different geometric configurations of the sensing
system were analysed, and the one that is best for terrain
profile acquisition was chosen (�Labȩcki et al. (2010)).
Although the URG-04LX sensor is a small, lightweight,
low-power device, and it is precise enough for the mapping
task, in the chosen configuration it yields only 2D data
about a terrain stripe located about half a meter in front
of the robot. To obtain an environment representation the
sparse range data have to be registered in a map using an
estimate of the robot motion.

There are three main issues to deal with in a walking
robot control system: foothold selection, robot stability,
and path planning. This paper describes the development
of a terrain modelling system which seeks to address these
issues, and also provides an effective terrain visualization
for a remote tele-operator. The foothold selection problem
is crucial, because whenever the robot feet are placed im-
properly on the ground the risk of falling down is high. Be-
cause of that the core part of the proposed mapping system
consists of a high-fidelity local elevation map that is opti-
mized as a data source for foothold selection. Other robot
functionalities: stability maintenance, path planning and

� This work is funded by MNiSW (Ministry of Science and Higher
Education) grant no. N514 294635 in years 2008–2010.

teleoperation require a different model, which represents
the terrain at larger scale, focusing on modelling particular
obstacles (that have to be avoided), identifying traversable
areas, and detecting such features as holes, ridges, and
thresholds. The terrain representation takes a two level
approach, in which the local grid-based terrain map is
treated as a ”virtual sensor” that collects the sparse range
data over a certain area, while separate post-processing
modules use this grid as an input to detect higher-level
features. Thus, the modelling system is distributed and
task-oriented, as particular feature extraction modules are
data-driven, and work at different speeds required by their
”parent” functionalities (Brzykcy et al. (2001)).

Currently, two higher-level modules are implemented: a
plane segmentation module, and a local feature extractor
based upon computer vision algorithms. The aim of the
former is to extract the dominant surfaces in a scene
and to find smaller obstacles based on their deviation
from these surfaces. The plane-based segmentation keeps
the amount of data reasonable, and allows building maps
of larger areas that cannot be covered by a dense grid.
The latter module is aimed at fast detection of ridges,
ditches, and thresholds. The information on main surfaces
and the protruding obstacles is not only useful to a path
planner, but it helps also to maintain the robot stability,
as information on the orientation of each surface in 3D
is available. Moreover, both representations enrich the
information presented to the remote operator, to whom
correct and quick interpretation of the raw grid map can
be a problem.

2. TERRAIN PERCEPTION

The URG-04LX scanner is mounted in the front of the
Messor robot (Fig. 1a) at the nominal height of dz=26cm,
such that it aims forward and downward at the pitch
angle of β=35◦ (Fig. 1b). The perception system design
is a compromise between the requirements as to the field
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of view and the accuracy of the perceived terrain profile.
There are some sensor-specific requirements, related to the
measurement errors characteristics of the Hokuyo URG-
04LX scanner (Kneip et al. (2009)). The URG scanner
is configured on the robot in such a way that the parts of
terrain most interesting for the placement of robot feet, i.e.
horizontal surfaces, are perceived with the incidence angle
smaller than 40◦ to avoid specular reflections. The sensing
system configuration ensures that objects which can be
climbed by the Messor robot appear at distances falling
into the range interval for which the URG-04LX sensor can
be calibrated most effectively (�Labȩcki et al. (2010)). An
important advantage of the tilted sensor configuration is
also reduction of mutual occlusions between the observed
obstacles on an uneven terrain.
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Fig. 1. Terrain perception system on Messor robot (a) and
its geometry (b)

3. LOCAL 2.5D MAP OF THE TERRAIN

The local map that integrates the laser measurements
moves with the robot always covering its surroundings.
It is assumed that an estimate of the 6-dof robot pose is
available. For a legged robot such an estimate is not easy
to obtain. The URG data cannot be used for that purpose
because of its sparse nature and the lack of overlapping
between the new measurements and the recently perceived
part of the terrain. For small local maps centered in the
robot co-ordinates proprioceptive sensing exploiting an
Inertial Measurement Unit (IMU) is enough, while for
exploration of more extended areas a vision-based SLAM
(Simultaneous Localization and Mapping) procedure is
employed (Schmidt and Kasiński (2010)).

The local map serves mainly the purpose of foothold
selection. For this task a grid-type map is preferred.
It is easy to update in real-time, and may be directly
used to select proper footholds (Belter et al. (2010)). To
represent the 3D structure of the terrain an elevation map
is used – a grid-type 2.5D map, where each cell holds a
value that represents the height of the object at that cell
(Krotkov and Hoffman (1994)). The map updating method
is inspired by the algorithm of Ye and Borenstein (2004),
developed for a wheeled vehicle with the Sick LMS 200
scanner. The terrain map consists of two grids of the same
size: an elevation grid and a certainty grid. The elevation
grid holds values that estimate the height of the terrain,
while each cell in the certainty map holds a value that
describes the accuracy of the corresponding cell’s estimate
of the elevation. Sensor-centered local grids of the size 100
× 100 cells with a cell size of 5× 5 mm are used.

Laser range measurements are converted to 3D-points ps
in the scanner co-ordinate frame, then transformed to the
map co-ordinates by using the robot pose estimate, which
is assumed to be readily available, and finally projected
onto the 2D grid map:

pm =Tms ps, (1)

Tms = Rot(Xm, ϕr)Rot(Y ′m, ψr)Rot(X ′′m, α), (2)

where ps=[xs ys zs]
T and pm=[xm ym zm]T are co-

ordinates of the measured point in the sensor and the
map frame, respectively. The homogeneous matrix Tms
describes the transformation from the sensor frame to
the map frame. This transformation consists of three
rotations: the pitch ϕr and roll ψr angles of the robot
trunk are shown in Fig. 2a and 2b, respectively, while the
α angle (Fig. 2c) represents the constant pitch angle of the
scanner with regard to (w.r.t.) the trunk.
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Fig. 2. Kinematic transformations of the measurements
(a,b,c) and maximum change of elevation (d)

To make an assessment of the plausibility of a new range
measurement a prediction of the maximum instantaneous
change of elevation is used (Fig. 2d). For every two
consecutive measurements rk and rk+1, the change of
elevation Δzmax in a given cell of the map is computed
taking into account the range measurement uncertainty,
and the uncertainty of robot pose estimate:

Δzmax = d(k,k+1) tan γ +

∣∣∣∣∂zm∂r Δr

∣∣∣∣+ ∣∣∣∣∂zm∂ψr
Δψr

∣∣∣∣+
+

∣∣∣∣∂zm∂ϕr
Δϕr

∣∣∣∣+ ∣∣∣∣∂zm∂α Δα

∣∣∣∣ , (3)

where zm is the measured elevation of the observed point
computed from (2), d(k,k+1) is a horizontal translation of
the robot from k to k + 1 time stamp, and γ angle is the
total rotation of the trunk w.r.t. the Xm axis, which is
obtained from the elements of the Tms matrix:

γ = atan2

(
cosϕr sinα+ sinϕ cosα cosψr
− sinϕr sinα+ cosϕ cosα cosψr

)
. (4)
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The values of Δϕr, Δψr and Δα are maximum errors of
the respective angles, while Δr is the laser scanner range
measurement error, which is computed upon the sensor
model (�Labȩcki et al. (2010)). The value of Δα is 1◦ (a
constant), but the values of Δψr and Δϕr depend on the
accuracy of the IMU sensor used in the robot.

The maximum elevation change given by (3) is valid only
if the robot is moving along a straight line. However,
the walking robot often changes its orientation (the yaw
angle θr) during motion because it has to put its feet at
proper footholds. To enable computation of the Δzmax

while changing the orientation, the idea given in (Ye and
Borenstein (2004)) is extended to include also the turning
motion. Assuming that the robot observes an obstacle of
constant elevation, and turns by an angle of θ (Fig. 3a), the
distance between the two points, p and p′, being observed
by the sensor is computed as Δx = (r+ds) tan(θ/2)sgn(θ)
(Fig. 3b). Then, the instantaneous horizontal translation
of the sensor is computed: d(k,k+1) = Δx tan(θ), and used
in (3).

r

ds

�x pp'

�y

p' p

�y

ba

Fig. 3. Determination of the elevation change while turning
(a,b)

A cell in the elevation map is denoted as h[i,j], and a cell in
the certainty map as c[i,j]. Whenever a new measurement
is available cells in the certainty map are updated at first:

c
[i,j]
(k+1) =

⎧⎪⎪⎨⎪⎪⎩
c
[i,j]
(k) + a if |hm(k+1) − h

[i,j]
(k) | ≤ |Δzmax(k)|

or c
[i,j]
(k) = 0

c
[i,j]
(k) otherwise,

(5)
where a is the increment of the certainty value, and hm
is the elevation of the measured point, computed as hm =
zm+dz+href taking into account the current height of the
robot dz (it is computed upon the known kinematics of the
robot and the angles measured in joints, cf. Fig 1b), and
the reference elevation href at which the robot is located
(obtained from the already created part of the map). Next,
cells in the elevation map are updated:

h
[i,j]
(k+1) =

{
hm(k+1) if hm(k+1) > h

[i,j]
(k)

h
[i,j]
(k) otherwise,

(6)

In (Ye and Borenstein (2004)) the CAS (Certainty Assisted
Spatial) filter is introduced, which employs the physical
constraints on motion continuity and spatial continuity to
remove corrupted values from the elevation map. However,
during tests of the mapping system with the URG-04LX
scanner on various obstacles the CAS filter failed to remove
most of the elevation map artifacts due to “mixed pixels” –
spurious range measurements that arise when a laser beam

hits simultaneously two surfaces at different distances
(�Labȩcki et al. (2010)). Different spatial characteristics
of the mixed range measurements in the ToF-based LMS
200 and the phase-shift-based URG scanner are a possible
explanation of this behaviour (Skrzypczyński (2008)).

For that reason the CAS filter is not used in the presented
system. However, to avoid erratic behaviour of the map-
building procedures mixed measurements are eliminated
at the pre-processing stage by two filtering algorithms de-
scribed in details in (�Labȩcki et al. (2010)). The weighted
median filter proposed by Ye and Borenstein (2004) as the
mechanism that fills in the missing data is used here as
well. The output hwm of the filter is assigned to each cell
in the elevation map for which the corresponding cell in
the certainty map c[i,j]=0, what means that this cell was
never updated:

h[i,j] =

{
h[i,j]

wm if c[i,j] = 0

h[i,j] otherwise.
(7)

This mechanism enables to fill in small portions of the
elevation map that are invisible to the sensor due to
occlusions.

4. FINDING STRUCTURES IN ELEVATION MAPS

4.1 The plane fitting algorithm

The aim of this algorithm is to identify areas of an ele-
vation map that lie on a common plane. The grid map
is treated as a set of points in 3D – the center of each
cell is treated as a data point with the elevation value in-
terpreted as the z co-ordinate. Because the elevation map
may contain many outliers (e.g. due to small obstacles)
the RANSAC (Random Sample Consensus) paradigm is
applied to fit a plane to the set of noisy points.

For each set of points this method returns a fitted plane
(i.e. the parameters of the plane), the points that fit to
this plane within a given threshold (called inliers), and
the points that are too far from the plane (outliers). An
estimate of the plane parameters is calculated using a
random sample of three points from the input set. To
ensure that all of the three selected points are inliers, the
selection is repeated several times and the candidate plane
with the highest number of inliers is returned. The number
of repetitions is determined observing a stop criteria based
on a predefined percentage of outliers in the initial set.
However, to prevent the procedure from taking too much
time, another stop criteria is used in parallel, which
is the maximum number of iterations. If the procedure
cannot find a plane candidate that satisfies the maximum
percentage of outliers criteria within the maximal number
of iterations the plane fitting is considered not applicable
to the given data set.

Whenever a plane candidate satisfying the above criteria
is found, its parameters are refined by applying the total
least squares method, considering the sum of squared
distances to the plane. The estimation procedure assumes
that the errors in locations of data points can be modelled
by isotropic Gaussian noise. This step ensures that the
plane is fitted optimally to all the inliers.

However, simple estimation with RANSAC and least
squares returns only one plane that fits the provided set of
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points. In general, only some of the points are inliers, the
rest are outliers. Therefore, the presented algorithm uses
a recursive approach, invoking the RANSAC procedure
again with the outliers as input. Also, some computer
vision methods are used to divide the outliers into groups.
The general diagram of the algorithm is presented in Fig. 4

Set of 3D points

RANSAC

plane fitting

Inliers, plane

parameters
outliers

Projection on the

z=0 plane, finding

connected

components

Projection on the

z=0 plane, finding

connected

components

Finding external and

internal boundaries

Division into

connected areas

fitted plane with
boundaries

Each blob

corresponds to a

group of 3D points

Fig. 4. Block diagram of the plane fitting algorithm

At first, all values from the elevation map (represented
as 3D points) are subject to the RANSAC-based plane
fitting method. The output is a single plane (that best fits
this group of points), a set of inliers, and a set of outliers.
Both groups of points are then separately projected onto
the z = 0 plane. The grid of the projected points is then
normalized, i.e. the x and y co-ordinates of the points
are scaled to provide unitary spacing. Points adjusted in
this way can be treated as a binary image, where each
pixel corresponds to a point in 3D space. This step is
followed by finding connected components (blobs) in both
inlier and outlier images. Blobs in the inlier image are
used to find external and internal boundaries of the plane
elements. Blobs in the outlier image are used to divide the
outliers to separate groups. Blobs with area smaller than
a given threshold are considered spurious and discarded (a
threshold of 5 pixels is used). Remaining blobs are treated
as separate regions, and the whole algorithm is used again
recursively, separately for each blob (i.e. the 3D points
corresponding to the blob are used as input points to the
RANSAC-based part). An example of the binary image of
inliers that is a result of the first plane estimation from
the elevation map shown later in the paper (cf. Fig. 8b) is
presented in Fig. 5.

Fig. 5. Inliers projected onto the z = 0 plane

4.2 The vision–based obstacle extractor

The vision-based obstacle extraction algorithm treats the
elevation grid map as a gray-scale image. Vision methods

are then used to determine non-traversable areas, such as
slopes and rifts.

ba

Fig. 6. Elevation map as an image (a) and edges extracted
using the Canny detector (b)

The first step is filtering of the image. This step is
necessary to avoid detecting measurement noise as actual
obstacles. Therefore, a modified median filter is used. The
goal of the modification is to retain edges of magnitude
greater than a given value: if the differences between the
median value and the extreme values within the filter
window are greater than the threshold, the filter does
nothing. Otherwise, it acts as a standard median filter,
replacing the subject pixel, with the median value of the
window. After filtering, the image is subject to the Canny
edge extractor. This algorithm extracts strong as well as
weak edges (Fig 6). To find edges that are non-traversable
to the robot (i.e. the magnitude of the edge is greater
than a given threshold), each pixel belonging to an edge
is examined, along with its neighbors. If the difference
between the edge pixel and any of its exact neighbors is
greater than the threshold, the pixel is classified as non-
traversable. To detect wider edges (e.g. ditches), similar
differences within a radius of 2 pixels are computed,
and twice the threshold is required to classify the pixel
to a non-traversable obstacle. The block diagram of the
algorithm is presented in Fig. 7

Canny
edge detector

elevation map as
grayscale image

non-traversable
edges

Median filter Thresholding on
selected pixels

Fig. 7. Block diagram of the vision-based obstacle extrac-
tion method

5. EXPERIMENTAL RESULTS

Mapping experiments with the Messor robot were per-
formed on a rocky terrain mockup (Fig. 8a) of size 2×2
m. The legged odometry and the on-board IMU were used
to obtain an estimate of the robot pose. The obtained
elevation maps correctly represent all encountered obsta-
cles – an example is given in Fig. 8b. However, due to
the imprecise robot pose estimates the obtained maps are
sometimes skewed, and their surfaces are slightly wavy.
The assessment of the map correctness is only qualitative,
as there is no precise ground truth available for the terrain
mockup. Obtaining such a ground truth requires scanning
of the whole mockup with a precisely moved sensor, what
was not possible so far. The certainty map (Fig. 8c) ac-
quired by the robot reveals regions of very low certainty
(pointed by arrows) behind some obstacles. These areas
were never observed by the robot due to occlusions, and
they are too large to be filled-in by the median filter.
However, the certainty map allows the control system to
avoid such unknown areas during walking.
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Fig. 8. Messor on the mockup (a) obtained elevation map
(b) and certainty map (c)

The elevation map shown in Fig. 8b is a good data source
for foothold selection, but it can be post-processed to
obtain feature-based representations suitable to support
other tasks of the robot control system. In this case
extraction of planar surfaces allows to obtain the main
traversable area and small planar patches representing
obstacles protruding from this ”ground” plane. These
patches can be further examined w.r.t. their size and
orientation in 3D to diagnose if they could provide stable
support for the robot legs (Fig. 9a). The robot path plan-
ner also can benefit from this representation considering
the ”holes” created by protruding objects as 2D obstacles
(Fig. 9b). With such a representation of the environment
any of the well-known algorithms for fast 2D path planning
can be employed. Also the vision-based feature extrac-
tor can provide information on the obstacles (Fig. 9c,d).
Combining the information on non-traversable boundaries
(Fig. 9d) with the information on planar areas the control
system can figure out which areas are not accessible to the
robot.

A good example of the usability of the proposed post-
processing methods is given by a sloppy, hill-like terrain,
which can be climbed by the walking robot (Fig. 10a). The
vision-based boundary extraction provides information on
the borders of the hill (Fig. 10b). If the robot puts

ba

dc

Fig. 9. Extracted planar surfaces (a) areas occupied by
obstacles (b) edges found by Canny detector (c) and
non-traversable boundaries (d)

accidentally one of its leg outside of such a border, it can
fall down easily. On the other hand, the information on
orientation of the hill surface (Fig. 10c) is important for
maintaining the robot stability while climbing this object.

ba

c

Fig. 10. Elevation map of the slopped obstacle (a) non-
traversable boundaries (b) and main surfaces (c)

Some preliminary outdoor experiments were also per-
formed (Fig. 11a), showing the ability of the presented
map-building approach to acquire a map of the terrain
with vegetation. In spite of using only the data from pro-
prioceptive sensors for positioning, the proposed approach
was able to create an elevation map, which identifies the
main structures encountered by the robot, like the large
root pointed out by the arrows (Fig. 11b). Although the
elevation map quality is lower than in the indoor experi-
ments, the plane-fitting method turned out to be robust
enough to extract correctly the main surface (the grass-
covered area) on which the robot is located (Fig. 11c).

6. DISCUSSION AND CONCLUSIONS

This paper exploits a number of known methods and al-
gorithms, like the elevation map, the RANSAC algorithm,
and the Canny detector, but shows that these elements
can be combined and used in a new structure, resulting
in a system that can solve the problem of rugged terrain
modelling from sparse range data.
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Fig. 11. Messor walking outdoors (a) obtained elevation
map (b) and extracted planar surface (c)

The problem of rough terrain mapping has been considered
many times in the robotics literature. The elevation map
approach used here was pioneered by the work on Ambler
(Krotkov and Hoffman (1994)). Grid-based approaches are
used also on more recent walking robots, like Lauron IV.
Roennau et al. (2009) use a time-of-flight range camera
on the Lauron robot, while this paper shows that such
a map can be built efficiently with a simpler and cheaper
2D scanner on a walking robot. Although an elevation map
can be extended to describe holes in the environment, such
like tunnels (Pfaff et al. (2007)), this is not applicable to
the robot under study, because it cannot perceive objects
not located at the ground level. Recent research in terrain
modelling resulted in methods that do not assume a fixed
discretization of the space, such as the work of Plagemann
et al. 2008, which applies Gaussian process regression to
the problem of rough terrain mapping. This off-line ap-
proach focuses on modelling large voids and discontinuities
that can appear when using data from a long-range 3D
sensor. In contrast, the system presented here uses a short-
range sensor configured to minimize discontinuities in the
obtained map. An example of mapping system tailored
specifically to the application is given by Sheh et al. (2007),
where geometric features (ruts, ridges) are extracted from
range data for autonomous random stepfield traversal.
This system also uses a time-of-flight 3D camera, and
yields only a set of local features which mainly support
the teleoperation task. No information on planar areas or
general traversability of the terrain is extracted from the
range data. Poppinga et al. (2009) propose and approach
for accurate surface extraction from noisy 3D point clouds,
which is implemented on an all-terrain tracked vehicle.
However, this approach again assumes 3D data from a
range camera and cannot be applied to the sparse range
data from a 2D scanner that need a registration step in
the elevation map.

The experimental results presented in this paper verified
the proposed approach in both laboratory and real-world
(outdoor) setups, however, the experiments are still of
rather small scale, and will be repeated soon for more
realistic scenarios. This should be possible after fully
integrating the visual SLAM system on the Messor robot.
Another direction of the further research is to show in

experiments that the multi-aspect terrain model is actually
beneficial to the motion planning procedures of the robot.
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Abstract: This paper studies the possibility to use Particle Swarm Optimization (PSO) techniques to 
perform two- and three-dimensional flight path optimizations compliant with operational constraints. 
Assuming a typical flight surveillance mission, such constraints are defined in terms of “target” and “no-
fly” zones, fixed way-points and landing areas. It is well known that the success of flight path 
optimization techniques strongly depends on the trajectory parameterization adopted. In the proposed 
approach, flight paths are firstly divided into a finite number of segments; each segment is associated to 
an elementary manoeuvre chosen within a finite set and represented by means of a two-bit-coded 
number. This novel approach allows defining the sequence of manoeuvres through a reduced number of 
discrete-type variables that can be easily handled by the Particle Swarm optimizer. In addition to proper 
penalty functions, a linear obstacle avoidance model is introduced favouring the identification of feasible 
flight path. The nonlinear optimization problem is then formulated in terms of both single objective and 
multi objective cost function. Numerical results confirm that the proposed PSO-based path finding 
algorithm is particularly indicated to solve these kinds of mixed optimization problems. 

Keywords: Flight path generation, Trajectory optimization, Particle Swarm Optimization, Genetic 
Algorithms, Flight Control. 

�

1. INTRODUCTION 

Planning optimal flight trajectories, consistent with mission 
objectives, operational scenario, and vehicle dynamics and 
performance, is a problem of interest both for civil and 
military applications with manned or unmanned vehicles. 
Parameters defining flight missions are usually related to 
regions to fly over, desired flight altitudes on targets. The 
operational scenario also provides constraints depending on 
take off and landing areas, no-fly zones or high-risk zones, 
the presence of mountains or adverse climatic conditions, 
minimum/maximum distance from base stations or 
cooperating vehicles. Finally, constraints related to the 
specific aircraft used, like maximum climbing rate, maximum 
and minimum speed, minimum turning radius, maximum fuel 
capacity etc., have to be satisfied too.  

During the past decades, a lot of work has been carried out on 
the trajectory optimization for many kind of vehicles. The 
variational formulation is probably the most natural and 
rigorous one for this class of problems. However, the 
possibility to solve complex problems with variational 
methods is very poor. Many papers deal with numerical 
direct and indirect methods based on the solution of a Non 
Linear Programming (NLP) problem (Betts, 1998). By means 
of some approximations, feasible trajectories can be 
generated following a purely geometrical approach based on 
topological techniques creating a sequence of way points. 
This sequence can derive from probabilistic or potential 
methods (Cen et al., 2007). A classical geometric approach 

guaranteeing optimality conditions in terms of paths length 
and smooth trajectories compliant with curvature constraint 
was proposed by Dubins (1957) and refined in Anderson et 
al. (2005) and Chitsaz and LaValle (2007). An interesting 
technique, taking into account flight dynamics, is based on 
the so called “motion primitives” (Dever et al., 2006), where 
flight paths are defined through a sequence of trim conditions 
and manoeuvres. Due to the complexity and variety of the 
problem, non-conventional, nature-inspired optimization 
methods have shown their effectiveness and robustness in a 
wide range of optimization problems, taking advantage from 
some specific features such as the capability in easily 
handling mixed-type design variables accounting for a large 
number of constraint functions, and a parallel-like searching 
method leading to a greater effectiveness in finding global 
minimum within the design space (Hu et al., 2004). Among 
evolutionary computational techniques, optimization methods 
based on Swarm Theory (Particle Swarm Optimization, PSO) 
share many similarities with Genetic Algorithms (GA), 
having the great advantage of a simpler implementation 
(Eberhart and Shi, 1998; Raja and Pugazhenhi, 2009; Wang 
et al., 2006).  

Potentials of PSO techniques in the field of flight path 
generation are further investigated in this paper. The 
objective is the development of a particle swarm-based 
procedure performing path optimization compliant with 
operational constraints. 

Assuming a typical surveillance mission, environmental 
constraints are defined in terms of different “target” and “no-
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fly” zones, fixed way-points and landing area. Flight paths 
are described through a set of continuous and discrete 
parameters varying within defined ranges. Each particle of 
the swarm is represented by a numerical combination of these 
parameters. 

Trajectories, starting from a specified point with a given 
direction and ending on a selected landing area, are in 
practice made up of circular arcs and straight lines as for the 
Dubins curves proposed for free space trajectory generation 
in Dubins (1957). Such a sequence of circular arcs and 
straight lines has been associated to a finite number of 
elementary manoeuvres represented by means of binary 
number pairs. The proposed path finding algorithm is shown 
to have a high capability in identifying feasible paths in a 
constrained environment. 

Both single-objective and multi-objective optimization 
procedures have been explored. The former was implemented 
so as to minimize the total flight path length; the latter also 
tries to maximize the trajectory length covered over a 
specified target area. Sensitivity studies with increasing 
problem complexity have been performed changing both 
number and position of “target” and “no-fly” zones. 
Computational time monitoring finally allowed making a 
preliminary assessment of PSO suitability for possible “on-
line” flight path optimization problems. 

2. PSO METHODOLOGY 

The optimization technique based on Swarm Theory is a 
nonlinear method belonging to the class of evolutionary 
computational techniques that find solution through a 
probabilistic search process guided by a fitness function. It 
takes inspiration from the social behaviour of groups of 
simple creatures as swarms of bees that exhibit some form of 
collective intelligence based on information exchange. The 
searching for optimal solutions performed with PSO is 
obtained defining a population of particles, each one 
exploring the search space and communicating results to the 
rest of group. In this way, population evolution can be 
obtained through the cooperation among individuals (or 
particles). Each particle i has two state variables which are 
function of the time step k of the optimization process: 
current position � �i kx and current velocity � �i kv . Particles 
also have a memory containing the previous particle best 
position or personal best position � �i kp  and the swarm best 

position or global best position, � �i kg . 

At time step k+1, the particle position is updated according to 
the relation 

� � � � � �1 1i i ik k k� � � �x x v  (1) 

where vi(k+1) is the i-th particle velocity, which is calculated 
as 

� � � � � � � �#
� � � � $

1 1

2 2

1  

                                        

i i i i

i i

k k c k k

c k k

< D � � � � E �� �

� � E �� �

v v r p x

r g x
 (2) 

In (2) r1 and r2 are vectors of random numbers uniformly 
distributed over the range [0,1]; the symbol E denotes a 
component wise vector product; c1 and c2, named cognitive 
and social parameter respectively, are scalar weights tuning 

� �i kp  and � �i kg  influence on the particle velocity; the 

inertia weight, D , is a reducing factor for � �i kv  whereas the 
constriction factor, < , is used to limit the particle velocity. 
Both D  and <  control swarm exploitation as well as 
exploration capability (Engelbrecht, 2005), heavily affecting 
convergence speed and effectiveness of the optimization task.  

The effectiveness shown by PSO-based techniques in many 
single-objective optimization problems, combined with its 
capability in keeping information about the evolution of all 
the particles at the same time, has made the extension of PSO 
techniques to multi-objective optimization problems almost a 
natural progression (Multi-Objective Particle Swarm 
Optimization - MOPSO). 

In a constrained multi-objective optimization task, we seek to 
simultaneously optimize D objectives fi(x),  i = 1,...,D, 
depending on a vector x of K mixed continuous and discrete 
decision variables, subject to J equality/inequality constraints  

( ) 0     1,...,jc j J� �x  (3) 

If we assume, for the sake of simplicity, that all these 
objectives have to be minimized, the problem can be stated 
as: 

minimize    ( )     1,...,       . .if i D s t�x  (4) 

( ) 0     1,...,jc j J� �x  (5) 
A decision vector u is said to dominate a decision vector v if 

# $( ) ( )   1,...,i if f i D� F �u v  (6) 

# $1,......, : ( ) ( )j jj D f fG � Hu v  (7) 

Therefore, the aim of a multi-objective optimization problem 
is the identification of non-dominated solutions whose related 
objective vectors in the objective space are referred to as the 
Pareto front. Pareto optimality concept can be easily used to 
define a MOPSO fitness function that takes in account the 
degree of dominance of each solution among the population. 

3.  THE OPTIMIZATION PROBLEM FORMULATION 

The PSO technique is now applied to the problem of 
minimizing the flight trajectory length in the presence of a 
certain number of no-fly zones and target areas in a two-
dimensional space. 
We assume that flight paths are made up of circular arcs and 
straight lines. All candidate trajectories start from a specified 
Starting Point (SP) with a fixed velocity vector (i.e. fixed 
speed and direction). The flying vehicle has to reach a certain 
landing zone centred at the Destination Point (DP), after 
flying over desired target regions in the presence of no-fly 
zone. The sequence of target areas to visit during the flight 
can be decided by the optimization process.  
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The basic idea is to model the sequence of circular arcs and 
straight lines into a sequence of four primitive manoeuvres 
which are represented by means of a two-bit-coded integer 
numbers. This novel formulation allows reducing the number 
of variables involved in the optimization process, taking full 
advantage of PSO capability in handling discrete variables.  

A variant of the basic PSO algorithm has been implemented 
following the technique introduced by Kennedy et al. (2001) 
to cope with mixed variables applications. 
In particular, the following “basic” manoeuvres are defined 
with the related binary code: 
1) Turn right (0 1); 2) Turn left (1 0); 3) Straight flight (0 0); 
4) Align aircraft nose to the target (1 1).  
In order to identify a certain sequence of n manoeuvres 
(defined by an n-ple of binary number pairs or equivalently 
by two n-ple of binary number), we define two integer 
variables, namely VP1m and VP2m, varying in the range [0, 
2n-1] whose binary codification provides the two n-
dimensional vectors representing the manoeuvres sequence. 
Table 1 shows an example of a n = 10 manoeuvres sequence 
defined on the basis of a particular choice of VP1m  and 
VP2m.  

Table 1. Example of manoeuvres sequence 

VP1m= 346 VP2m= 715  
0 1 Turn right 
1 0 Turn left 
0 1 Turn right 
1 1 Alignment to the target 
0 0 Straight flight 
1 0 Turn left 
1 1 Alignment to the target 
0 0 Straight flight 
1 1 Alignment to the target 
0 1 Turn right 

 
The number of segments, n, is a parameter to be fixed a priori 
on the basis of the problem complexity. 
For all the alignment to the target segments the connection 
between the (i-1)-th path segment, and the i-th one is 
obtained by means of a circular connection arc with a radius 
of curvature mintr r� . As shown in Fig. 1, rt is a linear 
function of the distance, di ,between the i-th path segment 
starting point and the nearest no-fly area with radius R.  

                 
Fig. 1. Connection arc radius variation with avoid area 
distance d 

During the optimization process, the line slope is tuned by 
the design variable VPrt. The value of the minimum radius of 
curvature, rmin , is a user-defined parameter.  

In case of a turn manoeuvre, a suitable radius of curvature 
has to be selected. We assume that the turn radius, r, is a 
linear function of the distance, di ,between the i-th path 
segment starting point and the nearest no-fly area as shown in 
Fig. 2. This way the nearest is the no-fly area, the tightest is 
the turn manoeuvre and vice versa. Turn radius is bounded 
below by the user-defined parameter rmin . During the 
optimization process, the line slope is tuned by design 
variables, VP1r and VP2r.  

 

Fig. 2. Turn radius variation with avoid area distance d 
 

The use of such a linear obstacle avoidance model favours 
the identification of feasible flight paths in addition to proper 
penalty functions degrading the fitness value whenever one 
or more constraints are violated. In order to better suit the 
line slope, we assume different variables for no-fly areas 
(superscript a) and target areas (superscript t). 

If the operational scenario has more than one target area, the 
sequence of targets can be defined by means of a discrete-
type design variable vector � . Velocity, V , and the 
trajectory segments length, sI , are also included in the 
vector of design variables. The design variables set 
representing a 2-D path turns out to be composed of the 
following variables:  

1 , 2 , , 1 , 2 ,

                  1 , 2 , , ,

a a
t

Tt t T

VP m VP m VPr VP r VP r

VP r VP r V s�

�� �

I �

x
 (8) 

4. NUMERICAL RESULTS: 2-D SINGLE-OBJECTIVE 

Applications of the proposed PSO based methodology to 
single-objective trajectory optimization problems with 
different operational scenarios are briefly reported 
hereinafter. 
Path length is selected as the objective function to be 
minimized. We assume n=10 (Scenario 1) and n=20 
(Scenario2-4) as path segments maximum number. We 
consider circular targets and no-fly areas assuming a circular 
landing area centred at point � �5,5  with a radius of 0.1 km.  

Scenario 1. We consider 2 no-fly areas centred at (2, 2.5) and 
(4, 4), having a radius of 0.5 and 1.0 km respectively. SP is 

rt 

R 

VPrt 

VP2r VP1r d 

r

rmin 

rmin 

d 
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placed at (1.5, 1.5), the initial velocity vector (represented 
with an arrow in the following figures) is directed toward the 
centre of the nearest no-fly area. We select a population size 
of 100 particles, and a maximum of 100 iterations for PSO.  
Since PSO is a probabilistic-type technique, in order to assess 
final solution reliability, different optimization tasks have 
been performed starting from randomly generated swarms. 
Fig. 3 shows optimized paths obtained over 7 different runs. 
Optimum trajectories appear quite similar in terms of both 
shape and length. In particular, the best path measures 5.409 
km whereas the average optimum path length is 
5.413J0.0035 km.  

 
         Fig. 3. Scenario 1: Optimized paths over 7 runs 

Scenario 2. We now consider 24 circular no-fly areas, placed 
in a grid pattern resembling a sort of urban scenario (Fig.4). 
Each no-fly area has a radius of 0.3 km. SP is placed at 
� �5.1,5.1 . The initial velocity vector is perpendicular to the x-
axis. A population size of 100 particles and a maximum 
number of 100 iterations are chosen.  Also for this scenario, 
in order to assess solution sensitivity to the initial population, 
7 different optimization tasks have been performed. 
Optimized paths are superimposed in Fig. 4.  

 
        Fig. 4. Scenario 2: Optimized paths over 7 runs 

Even with this more complex operational scenario, the 
optimization procedure provides quite similar solutions in 
terms of both shape and length for different runs. In particular 
the best path measures 4.991 km whereas the average 
optimum path length we obtained over 7 runs is 
5.003J0.0067 km. 

Scenario 3. This scenario is obtained by adding 3 way-points 
to Scenario 2, namely WP1 at point (1.5, 3.0), WP2 at point 
(3.0, 3.5), and WP3 at point (4.0, 1.5).  

We minimize the path length, leaving the algorithm free to 
optimize the way-points sequence by using the discrete-type 
variable vector � . We use a population size of 100 particles 
with a fixed number of 100 iterations.    

As for previous scenarios, 7 runs with different starting 
conditions were performed (Fig. 5). As we can see the 
algorithm was always able to find the best way-point 
sequence by handling the discrete-type variable vector � . In 
particular the best path measures 9.355 km whereas the 
average optimum path length we obtained over 7 runs is 
9.640J0.147 km. Compared to Scenario 1 and 2, a higher 
scattering of optimum path lengths is observed which is 
however around 1.5 %. 

 
Fig. 5. Scenario 3: Optimized path over 7 runs with a free 
way-points sequence 

5. NUMERICAL RESULTS: MULTI-OBJECTIVE CASE 

A preliminary application of a MOPSO algorithm to a simple 
flight path optimization problem is reported. Beyond the path 
length minimization, a further objective has been considered, 
that is the maximization of the trajectory length covered over 
a specified target area. We consider Scenario 1, with the 
addition of a circular target area to fly over as much as 
possible, centred at (3.0, 2.8) and having a radius of 0.5 km. 
A population size of 500 particles is selected. The 
optimization task consists of 600 iterations. Fig. 6 shows the 
Pareto front obtained at the end of the optimization process 
whereas Fig. 7 shows the two optimized trajectories 
corresponding to the end points of the Pareto front. 

 

Fig. 6. Scenario 4: Pareto front 

WP1 

WP2 

WP3 
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The flight path corresponding to minimum target intersection 
length (0.754 km), measuring 5.380 km, is shown in Fig. 7-a. 
As we can see, this solution is very close to the trajectory 
obtained in a previous application (see Scenario 1). Fig. 7-b 
shows the optimal solution on the opposite side of the Pareto 
front having a maximum target intersection length (1.886 km) 
and a path length of 6.636 km.   

(a) 

DP

SP

DP

SP

 

(b) 

DP

SP

DP

SP

 
Fig. 7. Scenario 4: Optimized trajectory corresponding to the 
end points of the Pareto front: minimum target intersection  
length (a), maximum target intersection length (b) 

A summary of population sizes, iteration numbers and 
computational times required for all test-cases is reported in 
Tab. 2. As we can see, gradually increasing the operational 
scenario complexity (number of no-fly areas and way-points) 
noticeable increment of the computational time is required to 
solve single-objective optimization tasks (Scenarios 1 to 3). 
On the other hand, multi-objective optimization procedure 
(Scenario 4) is the most demanding one in terms of required 
computational resources even if a very simple operational 
scenario is used.   

Table 2.  Required computational resources 

Scenario Swarm 
size Iterations 

Computational Time 
(Pentium 4, CPU 2.8 
GHz, RAM 512 MB) 

1 100 100 About 3 minutes 
2 100 100 About 5.5 minutes 
3 100 100 About 13 minutes 
4 500 600 About 180 minutes 

 
 
 

6. 3-D PROBLEM FORMULATION 

To make a preliminary assessment on the algorithm 
capability to solve the optimum trajectory identification 
problem also in a three-dimensional environment, an 
extension of the formulation shown in paragraph 3 has been 
developed. We define four additional manoeuvres 
corresponding to two digits binary codes, describing possible 
changes in the flight path angle, K: 
1) Climb (1 0); 2) Descent (0 1); 3) No path angle change (0 
0); 4) Aircraft alignment to the target (1 1). 
We introduce two additional integer variables (VP3m, VP4m) 
whose binary codification provides the two n-dimensional 
vectors representing the K manoeuvres sequence (see Table 3 
for an example). 

Table 3. Example of manoeuvres sequence (path angle) 

VP3m= 523 VP4m= 27  
1 0 Climb 
0 0 No path angle change 
0 0 No path angle change 
0 0 No path angle change 
0 0 No path angle change 
0 1 Descent 
1 1 Alignment to the target 
0 0 No path angle change 
1 1 Alignment to the target 
1 1 Alignment to the target 

 
In case of a climb (or descent) flight phase a proper path 
angle has to be selected. Likewise the turn radius, we assume 
that the path angle, K, is a linear function of the distance, di 
,between the i-th path segment starting point and the nearest 
obstacle as shown in Fig. 8. This way the nearest is the 
obstacle, the steepest is the climb (or descent) path angle and 
vice versa. The flight path angle is bounded above by the 
user-defined parameter Kmax. During the optimization process, 
the line slope is tuned by two additional real design variables, 
VP1a and VP2a.  
 

             

Fig. 8. Normalized path angle variation with obstacle 
distance d 

Since in the 3-D case we use two couples of manoeuvre 
related variables (VP1m, VP2m and VP3m, VP4m), it is worth 
to notice that the binary sequence (1 1), provided by one of 
the two couples of variables, always takes priority over any 
binary sequence provided by the other two variables.  

1

VP1a 

maxK
K

VP2a d 
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The design variables set representing a 3-D path turns out to 
be composed of the following variables:  
 

1 , 2 , 3 , 4 , , 1 , 2 ,

                    1 , 2 , 1 , 2 , , ,

a a
t

Tt t T

VP m VP m VP m VP m VPr VP r VP r

VP r VP r VP a VP a V s�

�� �

I �

x
 (9) 

7. NUMERICAL RESULTS: 3-D SINGLE-OBJECTIVE 

Path length is selected as the objective function to be 
minimized. We assume n=10 as path segments maximum 
number. Proper penalty functions are defined degrading the 
fitness value whenever one or more constraints are violated. 

Scenario 5. We consider two cylindrical no-fly areas 
assuming a spherical destination area centred at point 
� �5,5,0.4  with a radius of 0.1 km. SP is placed at (1.5, 1.5,0) 
whereas the initial velocity vector has a path angle K=0 deg. 
and a yaw angle L=63 deg. We select a population size of 
100 particles, and a maximum of 100 iterations for PSO. 
Fig. 9 shows the trajectory obtained at the end of the 
optimization process.  

 

Fig. 9. 3-D trajectory optimization (Scenario 5).  

 
Scenario 6. We consider only one cylindrical no-fly area 
assuming a spherical destination area centred at point 
� �0,0.6,0.95  with a radius of 0.1 km. SP is placed at (0, -0.5, 
0) whereas the initial velocity vector has a path angle K=0 
deg. and a yaw angle L=0 deg. We select a population size of 
100 particles, and a maximum of 100 iterations for PSO. 
Fig. 10 shows the trajectory obtained at the end of the 
optimization process. 

 
Fig. 10. 3-D trajectory optimization (Scenario 6). 

As we can see in both cases the particle was able to reach the 
destination area defining a minimum length trajectory 
compliant with the operational constraints represented by no-
fly areas.    
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Abstract: In this paper a fault detection (FD) filter design method is proposed for hybrid switched linear
parameter-varying (LPV) systems. The FD filter is designed as a bank of H∞ Luenberger observers,
achieved by optimizing frequency conditions which ensure guaranteed level of disturbance rejection and
fault sensitivity. The switching signal is assumed to be known and satisfying a dwell-time prescription on
the allowable switching sequences which ensures the asymptotical stability of the switched LPV system.
The design method is recast as a Semidefinite Programming Problem in the observer bank gains. A FD
threshold logic is also proposed in order to reduce the generation of false alarms. A practical example
from lateral vehicle dynamics is provided to illustrate the effectiveness of the proposed technique.

Keywords: Hybrid Systems, Linear Parameter Varying Systems, Robust Fault Detection, Linear Matrix
Inequalities.

1. INTRODUCTION

Fault Detection and Isolation techniques are important topics
in systems engineering from the viewpoint of improving the
system reliability. A fault represents any kind of malfunction in
a plant that leads to anomalies in the overall system behavior.
Such an event may happen due to process, sensors and/or
actuator failures inside the plant.

During the last decade, model based fault detection (FD)
technologies have attracted much attention (Chen and Patton
[1999], Frank et al. [1997], Patton et al. [2000]). Starting from
the rich theoretical results and increasing industrial applications
it is well known that model-based fault detection can be ap-
proached as an output estimation problem and leads to a multi-
objective design problem. In order to ensure a quick and reliable
detection of faults, both the robustness of the FD systems to
model uncertainties, unknown disturbance and its sensitivity to
faults must be taken into consideration.

In the context of uncertain linear time-invariant (LTI) systems, a
number of approaches have been proposed for the design of FD
filters (see Frank et al. [1997], Patton et al. [2000], Rambeaux
et al. [2000], Casavola et al. [2007] and references therein for
a relevant bibliography on the matter). Nonetheless, a huge
number of plants exhibit switching phenomena (see Dayawansa
and Marlin [1999], Zefran and Burdick [1998]) which can be
described by means of a hybrid model paradigm.

A hybrid model characterizes a system composed by both
continuous and discrete components. The former are typically
associated to physical variables and dynamics, the latter with
logic devices, such as switches, digital circuitry, software code.
Switched systems paradigms have in fact a lot of applications
in control of mechanical systems, automotive industry, aircraft
and air traffic control, electrical power converters and many
other fields. To capture the evolutions of these systems, mathe-
matical models need to combine, in one or another way, both
continuous and discrete dynamics in all kinds of variations.

However, they basically consist of a mix of differential or
difference equations on one hand and automata, discrete-event
models or Petri Nets on the other hand (van der Schaft and
Schumacher [2000], Koutsoukos and Antsaklis [2003], Hamdi
et al. [2009]).

Here, a model-based FD approach for hybrid systems is ad-
dressed by exploiting the theory of switching observers, whose
literature is rich, e.g. see (Hamdi et al. [2009], Pettersson [2005,
2006], Alessandri and Coletta [2001], Alessandri et al. [2005]).
Moving from the previous considerations, the purpose of this
paper is to discuss a FD frequency design H∞/H− procedure
for systems described by a class of linear time-varying mod-
els, whose structure jointly commutes according to an external
switching signal σ(t) which depends linearly on functions of
measurable parameters θ(t) (H-LPV systems), Lim and Chan
[2003]. We will suppose that both the measurable parameters
and the switching signal are available at each instant time.

The FD filter consists here in a bank of time-varying Luen-
berger observers, doubly tuned with respect to both type of pa-
rameters, whose gains are to be found. It will be proved that the
H∞ disturbance decoupling requirement and H− fault sensitiv-
ity performance can be easily turned into LMIs in the observer
gains and that the H-LPV FD design problem is then solvable
by means of standard semidefinite programming procedures. In
order to ensure the stability to the overall FD setup, a dwell-time
condition on the transition between two consecutive switching
events is assumed. The proposed condition extends to the LPV
case a previous result proved in a switched LTI framework by
Abdo et al. [2010].

As a standard in FD schemes, a decision logic in charge to
minimize the rate of false alarms generation is determined
via frequency-domain conditions on fictitious doubly-indexed
fault/disturbance vs. residual maps (transfer functions), each of
them representing a specific transfer function of a LTI system
corresponding to a vertex of the polytope family of plants.
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Finally, a numerical experiment on a lateral vehicle dynamics
with a faulty actuator is finally reported and described in details.

NOTATIONS

Given a symmetric matrix A = AT ∈ R
n×n we denote respec-

tively with λm(A) and λM(A) the miniminum and maximum
eigenvalues.

2. PROBLEM STATEMENT

Consider the class of multi-model linear possibly time-varying
systems whose system matrices depend linearly on a time-
varying parameter vector θ(t) and on a switching signal σ(t).
We will suppose also that both parameters may act as schedul-
ing terms. This class of systems is described by⎧⎪⎪⎪⎨⎪⎪⎪⎩

ẋ(t) = Aσ(t)(θ(t))x(t)+Bσ(t)(θ(t))u(t)+Eσ(t)(θ(t)) f (t)+
Gσ(t)(θ(t))d(t)

y(t) = Cσ(t)(θ(t))x(t)+Dσ(t)(θ(t))u(t)+Fσ(t)(θ(t)) f (t)+
Hσ(t)(θ(t))d(t)

(1)
where

• x(t) ∈ R
n denotes the state, u(t) ∈ R

m the control input
and y(t) ∈ R

p the measured output;
• f (t) ∈ R

n f denotes the fault signal, d(t) ∈ R
nd the exoge-

nous disturbance;

In what follows the following conditions will be assumed:

• the fault signal f (t) and the disturbance d(t) are finite en-
ergy signals with radius norms belonging to the following
proper subsets of L2, i.e.

Ω f �
{

f (·)|∃ε f > 0 s.t.
√∫ ∞

0
‖ f (t)‖2

2 dt ≤ ε f

}
,

Ωd �
{

d(·)|∃εd > 0 s.t.
√∫ ∞

0
‖d(t)‖2

2 dt ≤ εd

}
• the switching signal σ(t) ∈ {1, . . . ,N} characterizes the

sudden transition of the plant structure and is supposed
to be available at each time instant. Assuming N logical
states i ∈ {1, . . . ,N} existing, σ(t) is piecewise-constant
taking one this integer values at each time instant, viz.

σ(t) ∈ {1, . . . ,N} (2)
• θ(t) ∈ R

l , is a possibly time-varying parameter which is
known to belong to a given simplex

Θ � {θ ∈ R
l |

l

∑
i=1

θi = 1, 0≤ θi ≤ 1, i = 1, . . . , l}

and is supposed to be measurable. Notice that, the family
of systems (1) consists of a finite set of possibly time-
varying models. Then, the system matrices[

Aσ(t)(θ(t)) Bσ(t)(θ(t)) Eσ(t)(θ(t)) Gσ(t)(θ(t))
Cσ(t)(θ(t)) Dσ(t)(θ(t)) Fσ(t)(θ(t)) Hσ(t)(θ(t))

]
=

l

∑
j=1

θ j(t)
[

A j
i B j

i E j
i G j

i
C j

i D j
i F j

i H j
i

]
(3)

can be defined as a convex combination of the double-
indexed matrices[

A j
i B j

i E j
i G j

i
C j

i D j
i F j

i H j
i

]
,

i = 1, . . . ,N,
j = 1, . . . , l

being known constant matrices.

Given such a plant model we want to design a fault detection
(FD) system such that:

(1) the effects of the process input signal and disturbances are
minimized;

(2) the effects of the faults are properly enhanced;
(3) false alarm occurrences are minimized.

On the basis of the previous requirements such a filter must
be sensitive with respect to failures, viz. capable to distinguish
between faults and unknown disturbances. The design must
be accomplished by means of a suitable residual evaluation
function which must be close to zero in fault-free conditions
and must deviate significantly when a failure occurs.

Thanks to the hypotheses that the plant parameter is measurable
and the switching signal is directly available, the idea is to build
a residual generator as a switched time-varying observer,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ẋ(t) = Aσ(t)(θ(t)) x̂(t)+Bσ(t)(θ(t))u(t)+
Lσ(t)(θ(t)) (y(t)− ŷ(t))

ŷ(t) = Cσ(t)(θ(t)) x̂(t)+Dσ(t)(θ(t))u(t)

r(t) = y(t)− ŷ(t)

(4)

which can be characterized as a bank of N time-varying ob-
servers by considering all possible realizations of the switching
signal. The filter gain Lσ(t)(θ(t)), which is the design parameter
of the diagnostic observer, has the following structure

Lσ(t)(θ(t)) = Li(θ(t)) =
nθ

∑
j=1

L j
i θ j(t) (5)

when the switching signal is equal to σ(t)= i. The gain matrices
L j

i ∈ R
p×n are derived for each couple i, j so that the problem

prescriptions are satisfied. When the residual generator (4) is
applied to the plant (1), the estimation error e(t) � x(t)− x̂(t)
and the residual r(t) are governed by the following equation⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ė(t) =
(
Aσ(t)(θ(t))−Lσ(t)(θ(t))Cσ(t)(θ(t))

)
e(t)

+
(
Eσ(t)(θ(t))− Lσ(t)(θ(t))Gξ(θ(t))

)
f (t)

+
(
Fσ(t)(θ(t))−Lσ(t)(θ(t))Hσ(t)(θ(t))

)
d(t)

r(t) = Cσ(t)(θ(t))e(t)+Gσ(t)(θ(t)) f (t)+Hσ(t)(θ(t))d(t)
(6)

The filter (4), for each discrete state σ(t)= i, must result asymp-
totically stable and designed so as to minimize the disturbance
effects and enhancement of the fault sensitivity. In order to
reduce the occurrence of false alarms, the obtained residuals
are then processed by means of an appropriate index Jr, and
then evaluated by using a decision logic which acts according
to the following rules

Jr < Jth, for f (t) = 0 (7)

Jr ≥ Jth, for f (t) �= 0 (8)
Fault-detection decisions are based on the evaluation of the
characteristics of the residual signals. To this end, the following
frequency domain evaluation function is introduced

Jr �
(

1
2π(ωs−ωi)

∫ ωs

ωi
r∗( j ω)r( j ω) d ω

) 1
2

(9)

The frequency window [ωi, ωs] is a-priori selected by the
designer, even if a suitable choice could increase the robustness
and the fault detection capabilities of the residual observer.
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3. HYBRID LPV STABILITY CONDITIONS

In what follows, a dwell-time condition which ensures the sta-
bility of the overall switched system, provided that the individ-
ual LPV subsystems are quadratically stable, is presented. The
result here outlined is a direct extension to the LPV case of
similar conditions derived in Abdo et al. [2010] for switching
LTI plants. The idea is that asymptotical stability can be proved
if the switching rate is sufficiently slow and the transient effects
occurring after each switch are dissipated. To this end, the
following definitions of dwell-time and average dwell-time are
of interest (see Liberzon et al. [1999], Hespanha et al. [1999],
Morse [1996] for a detailed analysis on the matter).
Definition 1. Dwell-Time. Let t1, t2, . . . , tN be the switching time
instants for the switching signal σ(t). Then, the switching
system has a dwell-time τd > 0 if it satisfies ti+1− ti ≥ τd for
all i.

A lower-bound on τd can be explicitly calculated from the ex-
ponential decay bounds derived from quadratic stability checks
on the LPV matrices of the individual subsystems correspond-
ing to each i-th logical state. The stability of slow-switching
LPV systems can be ensured if the interval between any two
consecutive switching is no smaller than τd . This result comes
from the following Lemma which is a simple extension to the
LPV case of a Lemma proved by Morse [1996], Abdo et al.
[2010] for the switching LTI framework:
Lemma 1. Let {Ap(θ) : p ∈ P, θ ∈ Θ} be a closed, bounded set
of real, n× n matrices such that, for a given value of p and θ,
Ap(θ) ∈ co

{
A1

p, . . . ,Al
p
}

. Suppose that for each p ∈ P, the LPV
system

ẋ(t) = Ap(θ(t))x(t)
is quadratically stable and let ap and λp be any finite, nonneg-
ative and positive numbers, respectively, for which

max
j=1,...,l

∣∣∣eA j
p t

∣∣∣≤ eap−λpt , t ≥ 0 (10)

Suppose that τd is a number satisfying

τd > supp∈P

{
ap

λp

}
(11)

For any admissible switching signal σ(t) : [0,∞) → P with
dwell-time no smaller than τd, the state transition matrix of
Aσ(t) satisfies

|Φ(t,μ)| ≤ e(a−λ(t−μ)), ∀t ≥ μ≥ 0 (12)
where

a = supp∈P {ap}

λ = in fp∈P

{
λp−

ap

τd

} (13)

Moreover
λ ∈ (0,λp], p ∈ P (14)

Thus, if the switching signal σ(t) “dwells” at each of its value
σ(t)= 1,2, ...,N long enough for the norm of the state transition
matrix Ap, to drop to at least τd time units, then the hybrid
system . . .x(t) = Aσ(t)(θ(t))x(t) is exponentially stable having
a decay rate λ which is upper bounded by the smallest of the
decay rates of the LPV system collection ẋ(t) = Ap(θ(t))x(t),
p ∈ P

Definition 2. Average Dwell-time. Let Nσ(T, t) be the number
of discontinuities of the switching signal σ(t) on the interval

(t,T ). Assume there exist two positive numbers No and τa such
that

Nσ(T, t)≤ No+
T − t

τa
, ∀T ≥ t ≥ 0 (15)

where No is the chatter bound. Then, τa is the average dwell-
time of σ(t).

Note that the respect of either the dwell-time or the average
dwell-time conditions implies in practice to keep active each
observer of the bank for at least τd or τa time instants in the FD
filter before a switch to a different observer of the bank could
take place.

3.1 Multiple Lyapunov Functions Stability

The use of multiple Lyapunov functions is a useful tool for
proving stability of a switched systems, (Hespanha [2004], Zhai
et al. [2000, 2004]). Consider the hybrid switched linear system

ẋ(t) = Aσ(t)(θ(t))x(t) (16)
We assume that all LPV subsystems of (16) are quadratically
stable. Note that the stability of all subsystems is not sufficient
to ensure the stability for the whole system.

If we can find a positive λi such that A j
i +λi I, j = 1, . . . , l 1 , is

still Hurwitz stable (Aσ(θ) = Ai(θ), when σ = i) then there are
symmetric positive definite matrices P1, . . . ,PN such that

(A j
i +λiI)T Pi+Pi(A j

i +λiI)< 0, j = 1, . . . , l (17)
By using the solution Pi of (17), one can ensure the stability of
the switched system (16) by introducing a Multiple Lyapunov
Functions (MLF) candidate

Vσ(t) = x(t)T Pσ(t)x(t) (18)
and exploiting the following properties (for a proof see e.g.
Morse [1996]):

(1) V̇i ≤−2λiVi
(2) there exists constant scalars α2 ≥ α1 > 0 such that

α1 ‖x‖2 ≤Vi(t)≤ α2 ‖x‖2
, ∀x ∈ R

n, ∀i ∈ {1, . . . ,N}
(3) there exists a constant scalar μ≥ 1 such that

Vi(t)≤ μVj(t), ∀x ∈ R
n, ∀i, j ∈ {1, . . . ,N}

The first property is a straightforward consequence of (18),
while the second and the third hold for

α1 = inf
i∈{1,...,N}

λm(Pi) α2 = sup
i∈{1,...,N}

λM(Pi) (19)

μ=
α2
α1

(20)

The dwell-time can be computed as τd =
lnμ

2(λ∗−λ) , whit λ ∈
(0,mini(λi)) and λ∗ ∈ (λ,mini(λi)).

4. RESIDUAL GENERATOR DESIGN

The design of the residual observer (5) is accomplished by
solving a multi-objective optimization problem. Starting from
the discussion of the above Section, it is possible to restate the
fault detection design problem as follows:

H-LPV-FD
1 Note that it is always possible to choose λi because this quantity is upper
bounded by max j=1,...,l

1
2

∣∣∣λm(AT, j
i +A j

i )
∣∣∣.
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Given a Lyapunov function
Vσ(t) = xT (t)Pσ(t) x(t), (21)

find observer matrix gains L j
i ∈ R

n×p, i = 1, . . . ,N, j = 1, . . . , l
and two positive scalars α and β solutions of the following LMI
optimization problem

min
L j

i ∈R
n×p

a1 α2−a2 β2 (22)

s.t.

∫ ∞

0

[
dVσ(t)

d t

]
dt <

∫ ∞

0
α2 ‖d(t)‖2

2−‖rd(t)‖2
2 dt (23)

−
∫ ∞

0

[
dVσ(t)

d t

]
dt >

∫ ∞

0
β2 ‖ f (t)‖2

2−
∥∥r f (t)

∥∥2
2 dt (24)

where a1, a2 are proper positive weights, rd(t) the fault-free
residual evolution associated to⎧⎪⎪⎨⎪⎪⎩

ėd(t) =
(
Âσ(θ)−Lσ(θ)Ĉσ(θ)

)
ed(t)+(

Êσ(θ)−Lσ(θ) F̂σ(θ)
)

d(t)

rd(t) = Ĉσ(θ)ed(t)+ F̂σ(θ)d(t)

(25)

whereas r f (t) the disturbance-free residual associated to⎧⎪⎪⎨⎪⎪⎩
ė f (t) =

(
Ãσ(θ)−Lσ(θ)C̃σ(θ)

)
e f (t)+(

G̃σ(θ)−Lσ(θ) H̃σ(θ)
)

f (t)

rd(t) = C̃σ(θ)e f (t)+ H̃σ(θ) f (t)

(26)

The hatted (·̂) and tilded (·̃) variables denote a representation
where the respective residuals rd(t) and r f (t) have been pro-
cessed by proper window filters Qd(s) and Q f (s) characterizing
the disturbance and fault effects in specific frequency ranges of
interest. Inequalities (23) and (24) characterize the usual trade-
off between disturbance decoupling and minimum fault sensi-
tivity achievements usually addressed in the H∞/H− approach.

The H-LPV-FD design problem can be turned into a Linear
Matrix Inequality optimization procedure and the following
Proposition reports explicitly the LMI conditions under which
problem H-LPV-FD can be checked for admitting a solution:
Proposition 1. The inequalities (23) and (24) are satisfied if
there exit a family of matrices Pi = PT

i , i = 1, . . . ,N and ma-
trix gains K j

i ∈ R
n×p, i = 1, . . . ,N, j = 1, . . . , l such that the

following 2 l N linear matrix inequalities⎡⎢⎣ He
(

Pi Â j
i −K j

i Ĉ j
i

)
+ĈT, j

i Ĉ j
i Pi Ĝi−K j

i Ĥ j
i +ĈT, j

i Ĥ j
i

∗ ĤT, j
i Ĥ j

i −α2 I

⎤⎥⎦� 0

(27)⎡⎢⎣ He
(

Pi Ã j
i −K j

i C̃ j
i

)
+C̃T, j

i C̃ j
i Pi Ẽi−K j

i F̃ j
i +C̃T, j

i F̃ j
i

∗ −F̃T, j
i F̃ j

i −β2 I

⎤⎥⎦� 0

(28)
(He(X) := X +XT ), i = 1, . . . ,N, j = 1, . . . , l, hold true with
L j

i = P−1
i K j

i , i = 1, . . . ,N, j = 1, . . . , l.

Remark 1 - It is worth pointing out that the set of linear matrix
inequalities (27) and (28) has been obtained by assuming the

joint availability of the switching signal σ(t) and the plant
parameter θ(t). Notice also that the existence, at each time
instant t, of a family of observer gains for each mode i

Li(θ) =
l

∑
j=1

θ j(t)L j
i

solutions of H-LPV-FD, implies the observability of each
doubly indexed couples (Â j

i ,L
j
i ) (disturbance rejection) and

(Ã j
i ,L

j
i ), (fault sensitivity) i = 1, . . . ,N, j = 1, . . . , l. �

5. THRESHOLD COMPUTATION

The threshold decision logic is based on the evaluation of
the quantity Jth (eqs. (7) and (8)) in order to minimize the
occurrence of false alarms. Such a term is derived in fault free
conditions according to the time function residual evaluation

Jr(t)�
√

1
2π(ωs−ωi)

∫ ωs

ωi
r∗t ( j ω) rt ( j ω) dω (29)

where rt( j ω) denotes the Fourier Transform of the residual
signal up to time t. From a computational point of view,
Jr(t) can be easily obtained by means of standard highly ef-
ficient Fast Fourier Transform (FFT) algorithms, available with
MATLAB c©. Given Jr(t), the threshold can be computed by
defining the following doubly indexed family of LTI systems

Gi j(s)� Ĉ j
i

(
s I−

(
Â j

i −L j
i Ĉ j

i

))−1(
Ĝ j

i −L j
i Ĥ j

i

)
+ Ĥ j

i ,

i = 1, . . . ,N, j = 1, . . . , l. (30)
Due to the fact that the disturbance d(t) is a finite energy signal
we also have

Jth �
√

1
2π(ωs−ωi)

sup
d∈Ωd

max
i=1,...,N
j=1,...,l

∥∥Gi j(s)
∥∥

∞ ‖d‖2 (31)

Then, a computable upper-bound to Jth can be easily achieved
by observing that

(1) the scalar α, which is part of the solution of the LMI
procedure obtained from problem H-LPV-FD is an upper
bound to ∥∥Gi j(s)

∥∥
∞ ≤ α, ∀i, j (32)

(2) the set Ωd is upper-bounded, in term of energy norm, by
εd

The consequence is that

Jth ≤

√
1

2π(ωs−ωi)
αεd (33)

in healthy situations. Note finally that, the process input u(t)
does not appear in the residual generation function and it is,
as a consequence, a decoupled input. It is then reasonable to
consider a fixed threshold Jth instead of computing a more
involved (and not necessary here w.r.t. u(t)) adaptive residual
evaluation function.

6. SIMULATION RESULTS

Simulation studies on a vehicle lateral dynamical system (see
Figure 1) are carried out to illustrate the effectiveness of the
proposed method to design an H-LPV filters for robust fault
detection purposes via LMIs.
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The model used here is the so-called one-track model, aka bicy-
cle model. One-track models are derived upon the assumption
that the vehicle is simplified as a point mass with the center of
gravity on the ground, which can only move along the x, y axes,
and yaw around the z axis. By considering the vehicle side slip

Fig. 1. Kinematics of one-track model

angle β and the yaw rate r to be the state variables, the lateral
acceleration ay and yaw rate r the output variables, the steering
angle δL the input variable, the state space representation of the
one track model is given by

ẋ(t) = Ax(t)+Bu(t)+E f (t)+Gd(t), x(t) =

[
β(t)

r(t)

]

y(t) =Cx(t)+Du(t), y(t) =

[
ar(t)

r(t)

]
, u(t) = δL(t)

(34)

where

A =

⎡⎢⎢⎣ −
Cαv +CαH

mv
lHCαH − lVCαv

mv2 −1

lHCαH − lVCαv

Iz

l2
VCαV + l2

HCαH

Izv

⎤⎥⎥⎦ B =

⎡⎢⎣
Cαv

mv
lVCαv

Iz

⎤⎥⎦
C =

⎡⎣−Cαv +CαH

m
lHCαH − lVCαv

mv
0 1

⎤⎦ D =

⎡⎣ Cαv

m
0

⎤⎦ G = B

If the velocity v varies, the LTI model (34) is replaced with an
LPV model in which the longitudinal velocity is a time varying
parameter, (Rajamani [2006]). Furthermore, if we consider the
velocity range R = [10,90] and we split the interval in three
sub-ranges R1 = [10,30), R2 = [30,60) and R3 = [60,90], the
model (34) can be viewed as a three mode (σ = 1,2,3) hybrid
switching linear parameter varying system. For each σ we
assume that the longitudinal velocity is limited by the following
constraints

v−σ ≤ vσ ≤ v+σ σ = 1,2,3 (35)
Moreover, we consider three categories of fault on the steering
angle measurement δL, each one for a specific system mode
σ = 1,2,3:

fσ=1(t) = { 0, t ≤ 5s; 1, t > 5s;

fσ=2(t) = { 0, t ≤ 25s; 1, t > 25s;

fσ=3(t) = { 0, t ≤ 50s; 1, t > 50s;
The frequency window, where the residual signals r(s) are
evaluated, has been chosen equal to [ωi,ωs] = [0,25] rad/s. This
choice corresponds to the following filters

Qd(s) =
ωs

s2+1.4ωss+ω2
s
,Q f (s) =

s2+ s+ωs
s2+ωss+ωs

The dwell-time value, computed as in section (3.1), is τd =
1.4774.
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The evolutions of system modes and relevant variables are
reported in Figure 4. In this figure we can observe the effec-
tiveness of the proposed solution.
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Fig. 4. Evolution of mode (a) and detection signal (b)

The threshold Jth (dashed line) and the Jr(t) response (contin-
uous line) are depicted in Figure 5. The filter seems to exhibit
very good disturbance decoupling properties.
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Fig. 5. Evolution of mode (a), threshold Jth (dashed line) and
frequency-windowed norm Jr(t) (continuous line) (b)

7. CONCLUSION

A novel Robust FD strategy for hybrid switched linear parameter-
varying systems has been proposed. By taking advantage of
the Multiple Lyapunov Functions stability concept and using
congruence transformations, the FD design problem has been
converted into a tractable LMI optimization problem. A fixed
threshold logic has been proposed in order to to discriminate
between real and false alarms. A numerical example showing
the effectiveness of the proposed approach have been described
in details where the results have shown good detection capabil-
ities of the FD logic.
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Abstract: With increasing number of variables the Hotelling's T2 statistic can detect only larger failures 
in the variables. A new method is introduced for reducing the dimension of the Hotelling's statistic in or-
der to detect smaller failures. The basic idea is to group some variables into a combined variable and to 
calculate the T2 value from this grouped variable and from the remaining non-grouped variables. As the 
new calculated variable is not Gaussian distributed a proper static transformation is applied. Both uncor-
related and correlated data are dealt with. In the latter case principal component analysis is used before 
calculating T2. Several simulations show the improvement of the new T2 control chart. 

Keywords: fault detection, T2 control chart, sensitivity, grouping of variables 

1.  INTRODUCTION 

Several (e.g. five) variables can be simultaneously monitored 
by using more (e.g. five) control charts. The advantage of this 
univariate analysis is fast calculation of control charts and 
simple parameterization. However, there are disadvantages 
like:  

� The user has to check several control charts at the 
same time. 

� Only the variances of the variables are taken into ac-
count, and the relations (covariances) between them 
are not considered.  

Alternatively Hotelling’s T² value or Mahalanobis distance D 
can be monitored as a single variable. If this value exceeds a 
prescribed limit then at least one of the variables exceeds its 
limit. The T² value is calculated from measurement vector u , 
the mean vector u  and the covariance matrix S  by (1), 
where k indicates the discrete time. 

� � � �uuSuu ���� �
k

T
kkk DT 122  (1) 

The mean value and the covariance matrix are usually esti-
mated from a training data set. The quality of this estimation 
is relevant for the fault detection ability of the control chart. 
In practice it is often very difficult to separate a training data 
set which contains no disturbances or outliers. With the clas-
sical estimation method the estimation of variance and co-
variance is adversely affected by disturbances such as out-
liers, thus the sensitivity of the control chart decreases. [1] 
recommends median and MAD (Median Absolute Deviation) 
for robust estimation of these parameters. For the ongoing 
analysis it is assumed that the data has Gaussian distribution 
and the mean vector and the covariance matrix known, or 
they are estimated from a large amount of data. In this case 
the T² value of (1) underlies a �² distribution. The control 

limit UCL for p number of variables can be calculated for a 
given confidence level I by  

2
; pUCL �	�  (2) 

The control limits are shown for different number of vari-
ables p and a probability P = 0.9973 in Fig. 1. The control 
limits are increased as the error of type I is increased with 
increasing number of variables p according to (3), see e.g. 
[2]. 

p
res )1(1 �� ���  (3) 
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Fig. 1 Control limits for different number of variables p with 
a percentage P = 99.73% 

The Mahalanobis distance D is used as a measure of the de-
viation of the actual measurements from the fault-free state 
usually characterized by mean value. With increasing number 
of variables the detectable disturbance is always farther from 
the mean value. This means, the more variables are moni-
tored the more difficult it becomes to detect small deviations 
from the normal state. Normally PCA is used and some 
(probably) not important principal components (PC’s) are 
excluded from the analysis. For the choice which PC’s con-
tain relevant information several evaluation criteria such as 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

253



 
 

 

90% of the explained variance, Kaiser or elbow criterion are 
known from the literature. Disadvantage of these methods is, 
that deviations in the non-monitored PCs can not be detected. 
An alternative but more complicated way is to use SPE 
(Squared Prediction Error). From the important variables T2 
values are calculated and the other, unused variables are 
combined to SPE. As all the variables are considered, infor-
mation is not lost. But it is necessary to observe two quality 
values, T² and SPE. A more detailed explanation can be 
found in [3]. However, evaluation of SPE is more difficult for 
a practitioner than using the T2 control chart. The first method 
reduces the number of variables p, but looses some informa-
tion. Here an alternative, new method is presented which 
provides easier calculation than the combined calculation of 
T² and SPE charts there is no information is loss. In this new 
procedure some variables are grouped to an additional, calcu-
lated variable. As the new variable not Gaussian distributed it 
is transformed to a Gaussian distribution. From this Gaussian 
variable and the other remaining, non-grouped variables the 
T² value is calculated and monitored in one control chart. As 
the number of the dimensions of the variables in the T2 con-
trol chart is less than the total number of the variables, the 
failures in the non-grouped variables can be detected easier. 
Also the deviations in the grouped variables can be detected, 
even if they become smaller. Several methods exists how to 
interpret a T2 signal. [2] and [4] try to decompose the variable 
T2 into independent components. An overview of several 
methods can be found in [5]. But all these methods require a 
primary detection with T2 control chart of an abnormal state. 
Therefore, it is important to improve the sensibility of the T2 
calculation as it is proposed in the present paper. 

2.  NEW METHOD FOR IMPROVEMENT OF THE SEN-
SIBILITY OF T² 

2.1  Example 

In Fig. 2a the measured data of four independent normally 
distributed variables are plotted. It can be seen that there is no 
value outside the control limits (dashed lines). The calculated 
T² values are drawn in Fig. 2b. None of the plots shows any 
abnormal condition. Fig. 3a shows almost the same data as in 
Fig. 2a. In Fig. 3a each variable is disturbed by a value of 
4.03 times the standard deviation. All four values are above 
the upper control limits and are marked by circles. The re-
maining values are identical to those in Fig. 2a and lie within 
the control limits. The T² values calculated according to (1) 
are plotted in Fig. 3b. The disturbed values are marked again 
by circles. As it can be seen, they are located exactly on the 
control limit (dashed line) in all four cases. The control limit 
has a value of UCL = 16.25. That means all Mahalanobis 
distances Dk less than 4.03 are below the control limits. 
Therefore, for every sample a normal state is detected. In Fig. 
3c a new T2 value is shown. For this calculation the first two 
of the four variables are grouped to a new, normally distrib-
uted variable. The first two variables have a mean value of 1u  
= 5.00 and 2u  = 16.66. The T² value is calculated by (1) from 
the new variable and the remaining non-grouped variables 
(variable 3 and 4). The last two variables  
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b) T2 plot of the four variables 

Fig. 2. Normal state without any failure 
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b) T2 plot of four variables (T2 according to (1)) 
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c) modified T2 plot of four variables 

Fig. 3. Four variables with always a single failure 

have a mean value of 3u  = 28.33 and 4u  = 40.00. It can be 
seen, that the disturbances in the grouped variables at k = 10 
and k = 20 are not detected. Only the disturbances in the non-
grouped variables at k = 30 and k = 40 are above the control 
limit, with a value of UCL = 14.16. Therefore, the last two 
disturbances are recognized as abnormal. Now variable 1 and 
2 have a Mahalanobis distance of D = 4.16 and for the vari-
ables 3 and 4 of D = 3.76. All new T² values with grouped 
variables are equal to the control limit UCL* = 14.16. If the T² 
value is calculated by (1) without grouped variables, then the 
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last two disturbances at k = 30 and k = 40 with T² = 14.16 are 
below the control limit. The first two disturbances at k = 10 
and k = 20 with T² = 17.28 are above the control limit UCL = 
16.25. By comparing these two examples the following con-
clusions can be found: 

� The residual subspace should be grouped. 
� The sensitivity for detecting disturbances in the non-

grouped variables is increased. 
� The sensitivity for detecting disturbances in the 

grouped variables is decreased. 
� A bad sensitivity for the residual subspace is indeed 

better than removing these variables with the calcula-
tion of T². 

2.2  Principle of the new method 

In the above example four variables are monitored. To in-
crease the sensitivity of the control chart, p’ = 2 variables are 
grouped. The T2 value of the p’ variables follow a �² distribu-
tion, see Fig 4a. In the fault-free condition there is no devia-
tion between the mean value u and the measured value u . 
This point 0�� uu  is in the middle of a symmetric Gaus-
sian distribution. The fault-free state of the T² value is also 
zero the point T² = 0 is at the left edge of a non-symmetric �² 
distribution. Before using the T² value of the grouped vari-
ables as a new input variable in a second T² control chart 
there are some problems, which have to be solved: 

� For the transformation the fault-free condition of T² 
value must lie in the middle of a symmetric distribu-
tion. This means mean value of f(T²) = 0. 

� The transformed symmetric distribution of the 
grouped variables has to be a Gaussian distribution. If 
this condition is not fulfilled it is not allowed to use 
the grouped variable in a new T² control chart.  

� The transformation to a Gaussian distribution should 
be exactly defined, because a reverse calculation 
should be possible if a disturbance is detected. 

The presented new method can be used directly with the 
measured values u  (uncorrelated variables) or with the score 
matrix T  (correlated variables) after the transformation by 
PCA. To solve the first problem (1) is extended by a factor C 
which has to be calculated from the score matrix kT  of the p’ 
grouped variables. 

� � � � kk
T

kk CT 
��� �� uuSuu 12  (4a) 

�
�

�
p

ip ipk

ipk
kC

1 ;

;

T
T

 (4b) 

This factor in (4) is used to get a �2
kT  value which follows a 

symmetric distribution. The new symmetric density function 
of �2

kT  is defined in (5), see. Fig. 4b. The factor C gives for 
50% of the T²* values a positive sign and the other 50% get a 
negative sign. Therefore T²* value is also defined in the nega-
tive region. Because the areas A(T²) and A(T²*) under the 

density function in Fig. 4a and 4b have to be equal, the maxi-
mum of T²* is only 50% of the maximum of T². 
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a) Probability density function f and the cumulative dis-
tribution function F of T² 
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b) Symmetric distribution of T²* 
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c) Mahalanobis distance D* 
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Fig. 4. Probability functions during the transformation 
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In the next step the Mahalanobis distance D* is calculated by 
(6). The resulting functions are shown in Fig. 4c. 
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As D* is not normally distributed, it is transformed by (7) to 
the Gaussian variable D*N, as illustrated with arrows in Figs 
4c and 4d. The transformation is done by using the sum func-
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tions of D* and D*N. For a given D* value the probability 
P(D*) is determined. By using (7) with the probability P(D*N) 
the D*N value is determined from a Gaussian sum function 
F(D*N). 

� � � �N
kk DPDP �� �  (7) 

The new grouped and transformed variable is used instead of 
the previously clustered variables. Now the T² value is calcu-
lated using (1) from the previously not used 'pp � variables 
and the new grouped and transformed variable that means 
altogether from 1' ���� ppp  variables. An overview of 
the whole transformation is shown in Tab. 1. Since p* < p the 
control limit UCL* becomes smaller as if T² would have been 
calculated from all the variables according to (1). Therefore 
smaller deviations can be detected. 

UCLUCL pp ��� 2
;

2
*;* �� 		  (8) 

Tab. 1 Overview of the transformation steps 

UCL  UCL* 
p = 4 p' = 2 p* = 3 

u1 PC4 
u2 PC3 

T² T²* D* D*N  

u3 PC2 � PC2 
u4 PC1 � PC1 

T² 

2.3  Using the new method 

In the above chapter the principle of the new method was 
explained. The next question is how the grouped variables are 
selected. As explained above, there are two possibilities; the 
first one is to use principal components and the second one is 
to use the measured variables. In the first case some common 
known procedures like Kaiser criterion can be used to define 
the PCs for the residual subspace. By using the presented 
new method the PCs of the residual subspace have to be 
grouped. In the second case it is possible to use physical in-
formation about the process and the measured data. For ex-
ample some measurements of a machine are observed. Then 
it is possible to separate variables which indicate faults with 
high risk and some with lower risk. A variable which indi-
cates a fault with high risk could be an acceleration meas-
urement, because the disturbance increases very fast. A vari-
able with lower risk could be the oil temperature, because the 
temperature increases slower than any mechanical unbalance. 
The variables with lower risk can be grouped as residual sub-
space in the new method. For example u1 (or PC4) and u2 (or 
PC3) are grouped. If a second T² value is calculated from the 
grouped and transformed variable D*N and the PCs (PC1 and 
PC2) which are not used until now, no information is lost. If 
an abnormal state is detected, a reverse calculation can be 
done and the reason for the disturbance can be identified. 
Thereby disturbances in the non-grouped variables or princi-
pal components (T² � PC � variable) and also in the 
grouped variables or principal components (T² � D*N � D* 
� T²* � PC � variable) can be identified. 

2.4  Test of the new method 

The new method was tested for both uncorrelated and corre-
lated data. Here just one example is shown, how the fault 
detection sensitivity is increasing for the non-grouped vari-
ables. For the non-grouped variables (N) Fig. 5 shows the 
difference �D between the smallest detectable disturbance 
calculated by (1) and the new method. For the grouped vari-
ables (�) the difference between the new method and the cal-
culation with (1) is shown. 

number of variables p

grouped variables

�D

non-grouped variables

 

Fig. 5 Fault detection sensitivity with 7 grouped (not-
correlated) variables 

3.  CONCLUSION 

A new method was introduced for reducing the dimension of 
the Hotelling's statistic in order to detect smaller failures. The 
basic idea is to group some variables into a combined vari-
able and to calculate the T2 value from this variable and from 
the remaining variables. As the new calculated variable is not 
Gaussian distributed a proper transformation was applied to 
ensure a Gaussian distribution of the calculated variable. It 
was shown that those variables or PCs have to be grouped 
which span the residual subspace. Comprehensive simula-
tions confirmed the presented method. These results and an 
application on sensor fault detection will be presented in a 
future work. 
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Abstract: When controlling plasma shape in a tokamak, the risk to drive the system out of its operating 
limits may become concrete. This paper presents the application of the CG (Command Governor) 
constrained control technique to the plasma shape control in ITER (International Thermonuclear 
Experimental Reactor). A primal internal loop controlling the minimum distances between the plasma 
and the tokamak wall chamber is firstly designed, then an external loop including the CG device 
modifies, if necessary, the reference signals to the primal controller, taking into account the operational 
constraints. The reference correction is accomplished through an on-line optimization procedure which 
embodies plasma model forecasts computed within a finite virtual time horizon as usual in model 
predictive paradigms. With respect with previous papers on the same argument this paper presents 
nonlinear simulation in which plasma current density profiles time histories are obtained using a detailed 
transport code available at JET.

Keywords: Tokamak, Nuclear Fusion, Constrained Control, Model Predictive Control, Multivariable 
Control. 

�

1. INTRODUCTION 

Plasma control represents a fundamental aspect in 
tokamak operations. It avoids plasma-wall contact, which 
would cause the loss of magnetic confinement and a too 
heavy thermal stress on mechanical structures. Desired 
plasma-wall clearance is obtained by regulating currents in a 
number of PF (Poloidal Field) coils, placed around the 
plasma chamber as shown in ITER (International 
Thermonuclear Experimental Reactor) poloidal section 
depicted in Fig. 1. Poloidal fields generated by such coils 
interact with plasma modifying its position, current and 
shape. 

The feedback controller regulating currents in the PF coils 
generally has a quite simple structure based on multi-loop 
proportional integral derivative (PID) actions. Among MIMO 
control approaches, deeply investigated in the last decade to 
improve shape control performances, Wesson (1997). The 
most successful approaches are linear model based 
techniques Crisanti et al. (2003), Ariola et al. (1999), which 
however, in spite of good performance on the gap control, 
cannot take into account the possibility that undesired 
saturations can occur on some physical variables of interests. 
In facts during tokamak operations currents and voltage, but 

also induced electromagnetic fields and forces, and shape 
parameters must belong to prescribed ranges. 

The presence of constraints is an important problem which 
modern control theory is trying to face with. Several 
approaches are presented in the literature on this topic. An 
attempt to deal with control inputs subject to operational 
limits is described in Ambrosino et al. (2001), whereas 
feedback control methodologies, as Anti-Windup (AW), 
Bumpless methods, AW/LQR, AW/H2, Kothare at al. (1994), 
take into account the presence of saturations in an indirect 
way. 

At the end of 90's, the increasing emphasis given to 
predictive control theory, also due to the availability of fast 
computing units (Diehl et al., 2005), highlighted new 
approaches based on invariant sets arguments and evolutions 
on a virtual time scale (Mayne et al.), whose peculiarity 
consists of an inherent capability to take directly into 
account, in the design phase, the presence of constraints. The 
control action is computed through the solution of a sequence 
of optimization problems with the objective to jointly 
maximize the control performance and enforce the 
satisfaction of the prescribed constraints. 

Among these novel strategies, the so called Command 
Governor (CG) focuses exclusively on constraints fulfilment, 
leaving the control performance satisfaction (set point 
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tracking, disturbance rejection, robustness issues, etc.) to 
traditional regulation frameworks. In particular, the CG 
device is added as an external loop to a primal pre-
compensated plant, characterized by stability and good 
tracking performance in the CG absence. At each time instant 
tk, the CG computes a modified reference command which, if 
applied from tk onward, does not produce constraints 
violations and, at the same time, represents the best 
approximation of the actual desired reference signal, 
according to an on-line constrained procedure on a receding 
horizon finite time interval. Many mature assessments of the 
CG state of the art for linear systems can be found in [8 - 9]. 

All the paper is developed with reference to the ITER 
tokamak which is a modern thermonuclear fusion reactor 
under construction in Cadarache (FR), designed as the largest 
nuclear fusion device ever built that should be able to achieve 
the ignition phase with a power ratio Q=10.  

An important novelty introduced in this paper is the use of 
a plasma nonlinear model to assess closed loop performance 
with current a density profile evolution obtained by means of 
a detailed transport code available at JET (Joint European 
Torus). 

 
Fig.1: ITER Poloidal Section 

2. PLASMA MATHEMATICAL MODELLING 

The physical phenomenon to be controlled is governed by 
Maxwell’s equations in their quasi-stationary form where the 
electric field can be assumed time independent and the 
current density is divergence free. 

Moreover, in the time scale of interest for current, 
position, and shape control, because of the low plasma mass 
density, inertial effects can be neglected. As a consequence, 
in axial-symmetric geometry with cylindrical coordinates (r, 
	, z), plasma momentum equilibrium equation becomes JMB
� Np, rewritable in plasma region as the well known Grad-
Shafranov equation, Wesson (1996): 

* 2
0

1 1

r r

d f dpr f r
r r r z z d d

L LL O
O O L L

% & % &P P P P
I � � �� �' ( ' (P P P P) * ) *

     (1) 

L(r,z) being the poloidal magnetic flux per radians, p the 
kinetic pressure profile, and f the poloidal current function 
profile, related to the poloidal current Ipol by the relation 
f=OIpol/2Q. 

The partial differential equation problem is completed 
considering the interaction between plasma and surrounding 
passive structures and active coils. It can be written in the 
following form [1]: 

* 2
0

*
0

*

in plasma region

( , , ) in conductors
0 elsewhere

ext

d f d pf r
d d

r j r z t

L O
L L

L O
L

�I � � ��
�� I � ��
� I ��
�!

         (2) 

with the initial and boundary conditions on L  being zero at 
infinity and on the symmetry axis, jext being the toroidal 
current density in the external conductors and coils.  

Solutions of Problem (2) can be numerically found by 
means of Finite Element Methods (FEMs) provided that the 
plasma boundary can be determined, the toroidal current 
density in the PF and the total plasma current are known, 
functions p() and f() are defined. p() and f() functions 
can be obtained running a suitable transport module, whereas 
the toroidal current density jext can be obtained as a linear 
combination of the PF circuit currents. 

The time evolution of PF currents is then governed by a 
circuit equation driven by voltages in the active circuits. Also 
induced eddy currents in the metallic structures can be 
modelled as circuits driven by time derivatives of the plasma 
current and the active currents in coils. 

The difficulty to use nonlinear FEM models for control 
design purposes, makes necessary a linearization procedure 
of the plasma response. We can finally approach to a linear 
plasma-circuit dynamics in the form: 

EL I + R I = V + L w
y = C I + F w

 
 
 



 
 

�
�
!

� �
                                              (3) 

where V is the vector of voltages applied to the circuits (zero 
for passive coils), R is the circuit resistance matrix, and L is 
the matrix of self and mutual inductances between the 
plasma, the coils, and the equivalent circuits of the passive 
structures, [ , , ]T T T

PF E plI I I I�  is the vector of PF, passive, and 
plasma currents respectively, and w is a vector of parameters 
describing plasma current density profile parameters typically 
assumed as external disturbances; y is a vector of outputs, C 
and F are output matrices, z
  denotes the variation of the 
variable z with respect to a nominal condition. 

The following sections are developed under the 
hypotheses that the presence of eddy currents can be 
neglected on the time scale of plasma shape control.  

CREATE-NL model [10] is used to solve FEM plasma-
circuit nonlinear equation and to produce linearized models 
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(3) for control design purposes. Time histories of profiles are 
obtained through a coupling between CREATE-NL and 
JETTO codes which is a recent development under validation 
at JET (Joint European Torus) laboratories. 

3. THE CONTROL PROBLEM AND THE PRIMAL 
CONTROLLER 

A so-called plasma controller in a tokamak has two main 
objectives: vertical stabilization and shape control.  

The first one can is achieved by controlling the vertical 
speed of the plasma centroid. This control action stops 
vertical instabilities arising in highly elongated plasmas and 
is physically obtained by means of PF coil current producing 
radial fields variations. Since eddy currents are not 
considered in this paper such an action is not part of our 
discussions. 

On the other hand, shape control can be achieved 
controlling a certain number of plasma-wall gaps. To this end 
the controller drives PF coil currents with an action which is 
the sum of a feedforward plus a feedback action. The 
feedfoward control action would be able to drive plasma 
through nominal expected conditions if modelling was 
perfect, and in absence of unexpected disturbances. The 
feedback action counteracts misalignments between expected 
and actual controlled output values. 

 
Fig. 2: Representation of the pre-compensated system, composed by 

the plant and the shape controller.  

In our study, the feedforward action is obtained off-line by 
means of optimization tools based on plasma nonlinear 
models, whereas the feedback action is obtained by means of 
an integral action designed with a robust pole placement 
techniques forcing the closed loop time constant to be about 
2-3s (Fig. 2) 

Eleven voltages are independently driven to achieve the 
control action, corresponding to the P1÷P6, CS3U, CS3L, 
CS2U, CS2L, CS1 coils (CS1L and CS1U are connected in 
series). 

4. THE COMMAND GOVERNOR FRAMEWORK 

According to the scheme depicted in Fig. 3, a typical CG 
control scheme takes into consideration a discrete time pre-
compensated linear time-invariant plant having the 
expression: 

1( ) ( ) ( ) ( )
( ) ( )

( ) ( ) ( ) ( )

k k k d k

k y k

k c k k d k

x t x t Gg t G d t
y t H x t

c t H x t Lg t L d t

� � R � ��
� ��
� � � �!

 

(4) 

where tk = t0+kTs , 0k ��� , t0 and Ts being the initial time 
instant and the sampling interval respectively; x(tk) xn��  is 

the state vector including plant and primal controller states; 
( ) r

k
ng t �� is the command input vector which would 

coincide with the reference signal r(tk) rn�� , if no 
constraints were present; signal d(tk)� dn

� is an exogenous 
disturbance vector belonging to �={ :dnd Ud h� �� }, a 
closed convex and compact set, with u dn nU M�� , u dn n� , a 
full column rank matrix, and 1 2[ ]

u

T u
n

nh h h h� �� � , a 
vector of nonnegative constraints ( 0ph � , 1, , up n� � ); 

( ) r
k

ny t ��  is the output vector which is required to track 
r(tk); ( ) c

k
nc t �� is the vector to be constrained, viz. 

( )kc t � � cnS � , �� being a closed and convex set:  
��={ :cnc Tc f� �� }, with ctn nT M�� , t cn n� , a full 
column rank matrix, and tnf ��  a vector of constraints. 

Fig. 3: Command Governor control scheme 

The CG design problem consists of finding, at each time 
tk, a command g(tk) as a memoryless function of the current 
state and the reference signal, in such a way that, under all 
possible disturbance sequences within �, and compatibly 
with the constraints set � (i.e. d(tk+h)��, c(tk+h)���, 0hF � ), 

( )kg t  is the best approximation of ( )kr t  at time tk. It is 
required that system (4) is asymptotically stable and offset-
free (i.e. 1( )

x ry n nH I I��R � ) 
The contribute of external disturbances is taken into 

account using a P-difference argument. Starting from the 
constraints set ��we have the recursion: 

�0 :� � � Ld�;���h :� �h-1 � Hc�h-1Gd� 

�� :�
0i

�

�
� �i 

   (5) 

where the symbol �  indicates the following operation 
between two sets �  and  	 : 
�� � 	 � �{ a � n� : a�+�b���, F b� �	�}          (6) 

The set �k turns out to be a suitable restriction of ��such that, 
if the “disturbance free” component of ( )kc t , depending on 
the initial state and the input time sequence, belongs to �h, 

( )kc t �  � F  k � h in the presence of disturbances. 

The commands are instead considered by defining the 
convex and closed set 
 T

�(assumed nonempty) which 
characterizes all constant inputs rnD��  whose 
corresponding disturbance-free steady-state solutions  of Eqs. 
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satisfy the constraints with a 

prescribed tolerance T . Once the role of disturbances and 
commands is clarified, the CG strategy consists in choosing, 
at each time step tk, a constant virtual command D�
 T  such 
that the corresponding disturbance-free evolution from the 
measured state x(tk) 

1
1

0

( , ( ), ) ( )
h

h h i
k h k c k

i

c t x t H x t G LDD D
�

� �
�

�

% &
� R � R �' (' (

) *
; (7) 

fulfils the restricted constraint sets �h, h kF �  (5), accounting 
for disturbance effects, and its distance from the reference 

( )kr t  is minimal. Such a command is applied to the plant in 
the time interval [tk tk+1[, and the procedure is repeated at the 
next time tk+1 on the basis of the new measured state 1( )kx t � . 
Consequently, if we denote with �� ( ( ))kx t S
 T  the set of 
all constant commands D �  �
 T , whose corresponding  
c-evolutions starting from an initial condition ( )kx t , at time 
tk, satisfy the constraints also during transients (i.e.  
� ( ( ))kx t := {D   �
 T : ( , ( ), )k h kc t x t D�   � �h, F  h > 0}, and 
provided that �� ( ( ))kx t  is nonempty, closed and convex for 
all kt , the CG command is the solution of the following 
constrained optimization problem: 

( ( ))

2

( ) : arg min ( ( ), )

where ( ( ), ) : ( )
kx t

k k

k k

g t J r t

J r t r t

D
D

D D

�

U

�

� �

�  (8) 

2 : Tx x xU � U  being a weighted norm with U  a positive 
definite symmetric matrix.�
In order to solve the optimization problem (8) in a finite time, 
let *k  be the virtual horizon, defined as the integer value 
such that, if ( , ( ), )k h kc t x t D� � �h, h� {0,1,..., *k }, then 

0hF �  ( , ( ), )k h kc t x t D�  � �h. *k  can be obtained by means 
of an off-line algorithm based on the following optimization 
problem: 

,
( ) max ( , , )

nx

k
k j k j

x
G j T c t x f

TD
D

� �
� �

� 
  (9) 
s.t. ( , , ) , 0, , 1i

j i jT c t x f i kD � � ��   

where Tj , j=1,..., nt denotes the j-th row of matrix T, and i
jf  

0, , 1i k� ��  formalize the P-difference operation defined in 
(5) and (6): 

0

1 0

1 2 1
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 (10) 

The algorithm to derive the constraint horizon is the 
following: 

Step 1. k=1;�
Step 2. Find ( )kG j solving Problem (9) 1, , tj nF � �  
Step 3.  If  ( ) 0kG j � ,  1, , tj nF � � ; then, set  k* = k, and 
stop; else, k = k+1, go to Step 2; end. 

According to the above algorithm, the optimization 
problem (9) is converted into a Quadratic Programming (QP) 
problem with a finite number of linear constraints to be 
solved on-line, that is: 

1
1 *

0

( ) : min ( ( ), ) .

( ) , 0, ,

k k

h
h i h h

c k
i

f

g t J r t s t

TH x t T G TL h k

TD

D D

D
�

�
� �

�

�

�

R � R � �; �




 (11) 

In the case that system (4) satisfies the offset-free and 
asymptotic stability assumptions and that �� ( ( ))kx t  is 
nonempty, the minimiser in (11) uniquely exists at each time. 
Moreover � ( ( ))kx t  nonempty implies � ( ( ))k hx t �  nonempty 
for all h along the trajectories generated by the CG command 
(viability property). Finally the constraints are always 
fulfilled and the overall closed loop system is asymptotically 
stable. In particular, g(tk) monotonically converges in finite 
time to either r  or its best admissible approximation 
compatible with constraints.  

A last remark is made on the computation of the set 
 T
� 

representing a key ingredient in the CG numerical 
implementation. The set �� , which is mandatory to compute 

 T , can be numerically approximated with a convenient 

a
�� (�) such that� a

�� (�) S �� S  a
�� (�) + 	�, where 

	���represents a ball of radius � (safety level) centred at the 
origin. Such a set is computable in a finite number of steps. 
Indeed, it can be shown that  

�� =� k � ( i
c d

i k
H G

�

�

R; � )                                 (12) 

The stability of matrix R  and the boundedness of ��imply 
the existence of two positive constants M and (0,1)V � , such 

that 
2

kk MV�R  and max 2: max
d

d d
�

�
�

, and this assures that, 

for all positive �, there exists an index k�>0 such that: 

i
c d

i k

H G W

�

�

R S; � 	  for all k > k�                            (13) 

Once the prescribed tolerance is fixed and M , V  and dmax 
are determined, due to the following inequality 

max ( ) ( ) i
c d

i k

d H G M
W

� � V W
�

�

�;     (14)                

the value of k� can be computed as 
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Now if we also consider the tolerance margin on the 
constraints fulfilment T , we have the following 
approximation of �� : ( ) ( ~ ) ~a

kW
T

W TW� �� � 	 	  that can be 
used to compute 
� T  by solving the problem of determining 
all commands rnD��  such that ( )ac T

D W��� � that brings 
finally to the following set:�
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Fig 4. Example of current density profile parameter variation  

5.  NUMERICAL RESULTS 

Numerical results are carried out with reference to a 15 
MA inductive DT scenario at flat top.  

Changes of the plasma shape are required to the control 
systems in the presence of profile variations generated by 
transport phenomena.  

An example of the profile function evolution generated by 
JETTO code is shown in Figure 4. 

The primal controller assumes five gaps as controlled 
outputs that are shown in Figure 5. This Figure also shows 
the change of boundary required to the plasma, whereas 
Figure 6 shows constraints on maximum allowable plasma 
displacement in terms of maximum and minimum gaps. 

Modifications to the reference gaps introduced by the CG 
to enforce constraints are shown in Figure 7, whereas Figure 
8 shows performance of the primal controller with respect to 
the gap references modified by the CG. 

The designed CG takes into account a set of 60 constraints 
on the following output variables: 
- poloidal field (PF) and central solenoid (CS) coil currents 
(IP1 ÷ IP6, ICS3L ÷ ICS3U) and magnetic fields (BP1 ÷ BP6, 
BCS3L÷BCS3U), 
- plasma-wall gaps in correspondence of several predefined 
points in the plasma boundary, 
- distance between first and second separatrices, 

- vertical forces induced on CS coils. 
Figure 9 shows the time behavior of some of the 

constrained variable affecting the CG re-calculation of the 
reference gaps. 

Finally Figure 10 illustrates plasma snapshots during 
transients. 

 

     
 
Fig. 5: Controlled gaps and required shape variation 
 

          

Fig 6: Constraints on maximum plasma displacements 
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Fig. 10: Sequence of plasma shapes during transient 
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Abstract: The purpose of this paper is to design a Fault Detection and Isolation (FDI) system for wind
turbines. With this aim, a robust fault detection based on an adaptive threshold generation is proposed.
Real field data and system identification techniques are used to identify the nominal model as well as
its uncertainty. The estimated output is computed from the nominal model and an observer that follows
the so-called Luenberger scheme. The adaptive threshold is generated taking into account the model
uncertainty. Since wind turbines are highly non-linear systems when operating in their whole range
of operation, a Linear Parameter Varying (LPV) model is used. Finally, fault isolation is based on an
algorithm that uses the residual fault sensitivity. Several fault scenarios are used to show the performance
of the proposed approach.

Keywords: Fault detection, fault isolation, wind turbines, linear parameter varying systems, model error
modelling.

1. INTRODUCTION

The future of wind energy passes through the installation of
offshore wind farms. In such locations a non-planned mainte-
nance is very costly. Therefore, a fault-tolerant control system
that is able to maintain the wind turbine connected after the
occurrence of certain faults can avoid major economic losses. A
first step towards the implementation of a fault-tolerant system
is to implement a Fault Detection and Isolation (FDI) that is
able to detect, isolate, and if possible to estimate the fault
(Isermann, 2006).

In this paper, a model-based FDI approach for wind turbines is
proposed and applied to a commercial variable-speed, variable-
pitch 3MW wind turbine of Alstom Wind S.L.U., named
ECO100 (see Figure 1). This machine follows the standard
of Danish concept: horizontal axis using a three bladed rotor
design with an active yaw system keeping the rotor always
oriented upwind. The ECO100 is II-A class IEC/EN-61400-1
with an ideal mean annual wind speed of 8.5m/s and the wind
speeds cut-in and cut-off are respectively 3m/s and 25m/s (see
Figure 2). The rotor velocity can vary between 7.94 - 14.3 r.p.m.
and it has a swept area of 7980m2. The tower is an hybrid 90m
of height with the first 10m of concrete and the rest of steel.

Alstom Wind S.L.U. has provided a non-linear simulation
model and real field data of ECO100 wind turbine that will be
used in the stages of modelling and result validation. These data
come from a big set of sensors installed along the wind turbine
to collect time-domain measurements from the most important
components.

To use any model-based technique it is necessary to obtain a
model of the wind turbine. Since most of the techniques avail-

Fig. 1. Alstom ECO100 wind turbine.

able in the literature utilize linear models, the more straight-
forward approach is to model the wind turbine in this way.
However, a linear model will only be able to represent the non-
linear wind turbine behaviour around a given operating point.
To build a model that is valid along the whole operating range a
Linear Parameter Varying (LPV) model will be used. Because
the effectiveness of the FDI algorithm relies in its concordance
with the reality, the plant model will be constructed using real
faultless wind turbine data using system identification methods.
Usually, the field data is presented in time series of 10 or 20
minutes. The low recording time causes that it is not possible to
get the entire wind speed range (from 3m/s to 25m/s) in a single
time series. Therefore, the form of the field data only allows
the identification of the system in one wind speed operating
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point (the mean wind speed for each time series). Thus, several
models have to be identified around single points along the full
operation range as shown in Fig. 2.

Fig. 2. Power curve range with three possible operating points
separated 5m/s between them.

The innovation of this paper is to present the application of a
new fault detection and isolation method for nonlinear systems
that can be described as LPV models to a wind turbine. The
fault detection methodology is based on comparing on-line
the real system behavior of the monitored system obtained by
means of sensors with the estimated behavior using an LPV
interval observer. In the case of a significant discrepancy (resid-
ual) is detected between the LPV model and the measurements
obtained by the sensors, the existence of a fault is assumed. Due
to the effect of the uncertain parameters, the outputs of LPV
models are bounded by an interval to avoid false alarms in the
detection module. Analyzing in real-time how the faults affect
to the residuals using the residual fault sensitivity, it is possible,
to isolate the fault, and even in some cases it is also possible to
determine its magnitude.

2. WIND TURBINE FAULTS

As in any FDI system, the set of faults to be detected and
isolated should be pre-established. With this aim, the set of
wind turbine faults that cause the major economic losses (in
statistical terms) should be the ones that the FDI system should
be designed for. One relevant information available about wind
turbine fault statistics is the technical report published by Up-
Wind in 2009 (Faulstich and Hahn, 2009) that analyses the
faults in the main wind turbine components and related with
the different machine typologies. This report indicates that the
electrical subsystems fail more often than the mechanical ones,
while mechanical subassemblies experience longer downtimes
after the failure. But, it is interesting to note that, by examining
this failure database, the components of the electrical and con-
trol systems fails more often than 2 years and half. In opposite,
for example, a failure in the gearbox occurs only every 19
years (see Fig. 3). Similar results were obtained in the study of
Ribrant and Bertling (2006) where a statistical analysis about
wind turbine failures was done with data of Sweden, Finland
and Germany wind companies.

Analysing these reports, it is clear that the control system is
one of those responsible for the greatest number of failures
in wind turbines. The sensors are one of the most important
parts of the control system since the control actions are directly
related to input reference sensors. Thus, it is very reasonable
designing a FDI system that takes into account the faults in the
sensors to prevent the control malfunctions. Besides the two
control actuators governing the Generator torque and the Blade
pitch angle are also susceptible to faults. The faults in actuators
can be easily mitigated by fault-tolerant control techniques.
Therefore, it is reasonable to include these components in the

Fig. 3. Reliability statistics for main wind turbine systems.

list of considered faults (Table 1).

Fault Signal name Signal type
f1 Electrical power sensor
f2 Generator speed sensor
f3 Generator torque actuator
f4 Blade pitch angle actuator
f5 Wind speed sensor

Table 1. List of considered faults

3. FAULT DETECTION USING LPV INTERVAL
OBSERVERS

3.1 LPV representation

Let us consider that the nonlinear system (in our case the wind
turbine) to be monitored can be described by the following LPV
representation:
x(k + 1) = A(ϑ̃k)x(k) +B(ϑ̃k)u0(k) + Fa(ϑ̃k)fa(k)

y(k) = C(ϑ̃k)x(k) +D(ϑ̃k)u0(k) + Fy(ϑ̃k)fy(k)
(1)

where u0(t)∈�nu is the real system input, y(t)∈�ny is the
system output, x(t)∈�nx is the state-space vector, fa(t)∈�nu

and fy(t)∈�ny represents faults in the actuators and system
output sensors, respectively. ϑ̃k :=ϑ(k) is the system vector of
time-varying parameters of dimension nϑ that change with the
operating point scheduled by some measured system variables
pk (pk := p(k)) that can be estimated using some known
function: ϑk =f(pk). However, there is still some uncertainty
in the estimated values that can be bounded by:

Θk = {ϑk ∈ �
nϑ | ϑk ≤ ϑk ≤ ϑk}, ϑk = f(pk) (2)

This set represents the uncertainty about the exact knowledge
of real system parameters ϑ̃k.
The system (1) describes a model parametrized by a scheduling
variable denoted by pk. In this paper, the kind of LPV sys-
tem considered are those whose parameters vary affinely in a
polytope (Apkarian et al., 1995). In particular, the state-space
matrices range in a polytope of matrices defined as the convex
hull of a finite number of matrices N . That is,(

A(ϑ̃k) B(ϑ̃k) Fa(ϑ̃k)

C(ϑ̃k) D(ϑ̃k) Fy(ϑ̃k)

)
∈ Co

{(
Aj(ϑj) Bj(ϑj) Fa,j(ϑj)
Cj(ϑj) Dj(ϑj) Fy,j(ϑj)

)}
:=

N∑
j=1

αj(pk)

(
Aj(ϑj) Bj(ϑj) Fa,j(ϑj)
Cj(ϑ

j) Dj(ϑ
j) Fy,j(ϑ

j)

)
,(3)

with αj(pk) ≥ 0,
∑N

j=1 αj(pk) = 1 and ϑj = f(pj) is the
vector of uncertain parameters of jth model where each jth
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model is called a vertex system and it is assumed according
property (2) that: ϑj ∈ [ϑj , ϑj ].
Consequently, the LPV system (1) can be expressed as follows:
x(k + 1) =

∑N

j=1
αj(pk)

[
Aj(ϑj)x(k) + Bj(ϑj)u0(k) + Fa,j(ϑj)fa(k)

]
y(k) =

∑N

j=1
αj(pk)

[
Cj(ϑ

j)x(k) + Dj(ϑ
j)u0(k) + Fy,j(ϑ

j)fy(k)
]

(4)
Here Aj , Bj , Cj and Dj are the state space matrices defined
for jth model. Notice that, the state space matrices of system
(1) are equivalent to the interpolation between LTI models, for
example: A(ϑ̃k) =

∑N

j=1 α
j(pk)Aj(ϑ

j).

The polytopic system is scheduled through functions αj(pk),
∀ j ∈ [1, . . . , N ] that lie in a convex set

Ψ =
{
αj(pk) ∈ R

N , α(pk) =
[
α1(pk), . . . , αN (pk)

]T
,

αj(pk) ≥ 0, ∀j,

N∑
j=1

αj(pk) = 1
}
. (5)

3.2 LPV Interval Observer

The system described by (1) is monitored using a LPV interval
observer with Luenberger structure considering parameter un-
certainty given by ϑj ∈ [ϑj , ϑj ]. In the following, we consider
only strictly proper systems such that D = 0. Consequently,
the LPV interval observer can be written by extending the
representation of Meseguer et al. (2006) for LTI models as:

x̂(k + 1) =

N∑
j=1

αj(pk)
[
A0,j(ϑ

j)x̂(k) +Bj(ϑ
j)u(k) + Ljy(k)

]
ŷ(k) =

N∑
j=1

αj(pk)
[
Cj(ϑ

j)x̂(k)
]

(6)

where A0,j(ϑ
j) = Aj(ϑ

j) − LjCj(ϑ
j), u(k) is the measured

system input vector, x̂(k) is the estimated system state vector,
ŷ(k) is the estimated system output vector and Lj is the
observer gain that has to be designed in order to stabilize the
observer given by (6) for all ϑj ∈ [ϑj , ϑ

j
]. Each observer gain

matrix Lj ∈ �nx×ny is designed to stabilize each vertex jth
and to guarantee a desired performance (A0,j) regarding fault
detection for ϑj ∈ [ϑj , ϑj ] (Chilali and Gahinet, 1996).

3.3 Observer input/output form

The system in (1) can be expressed in input-output form using
the shift operator q−1 and assuming zero initial conditions as
follows:
y(k) = y0(k)+Gfa

(q−1, ϑ̃k)fa(k)+Gfy
(q−1, ϑ̃k)fy(k) (7)

where:
y0(k) = Gu(q−1

, ϑ̃k)u0(k) (8)

Gu(q−1
, ϑ̃k) = C(ϑ̃k)(qI−A(ϑ̃k))−1

B(ϑ̃k) + D(ϑ̃k) (9)

Gfa
(q−1

, ϑ̃k) = C(ϑ̃k)(qI−A(ϑ̃k))−1
Fa(ϑ̃k) (10)

Gfy
(q−1, ϑ̃k) = Fy(ϑ̃k) (11)

Alternatively, the observer described by Eq. (6) can be ex-
pressed in input-output form by 1 :
1 In the following, for simplicity and with abuse of notation, transfer functions
are used for LPV systems, although computations are performed entirely using

the state space representation: G(j) �

[
A

(j)
0 (ϑj) B(j)(ϑj)

C(j)(ϑj) 0

]

ŷ(k) =

N∑
j=1

αj(pk)
[
Gj(q−1, ϑj)u(k) +Hj(q−1, ϑj)y(k)

]
(12)

where:
G

j(q−1
, ϑ

j) = Cj(ϑ
j)(qI−A0,j(ϑ

j))−1
Bj(ϑ

j) (13)

H
j(q−1

, ϑ
j) = Cj(ϑ

j)(qI−A0,j(ϑ
j))−1

Lj (14)

The effect of the uncertain parameters ϑk on the observer
temporal response ŷ(k, ϑk) can be bounded using an interval
satisfying 2 :

ŷ(k) ∈
[
ŷ(k), ŷ(k)

]
(15)

in a non-faulty case. Such interval is computed independently
for each output (neglecting couplings between outputs):

ŷ(k) = min
ϑk∈Θ

{
N∑

j=1

α
j(pk)

[
G

j(q−1
, ϑ

j)u(k) + H
j(q−1

, ϑ
j)y(k)

]}

ŷ(k) = max
ϑk∈Θ

{
N∑

j=1

α
j(pk)

[
G

j(q−1
, ϑ

j)u(k) + H
j(q−1

, ϑ
j)y(k)

]}
subject to the observer equations given by (6). Such interval can
be computed using the algorithm based on numerical optimiza-
tion presented in Puig et al. (2005).

3.4 Adaptive thresholding

Fault detection is based on generating a nominal residual com-
paring the measurements of physical variables y(k) of the
process with their estimation ŷ(k) provided by the associated
system model:

r(k) = y(k)− ŷ(k) (16)
where r(k) ∈ �ny is the residual set and ŷ(k) is the prediction
obtained using the nominal LPV model. According to Gertler
(1998), the computational form of the residual generator, ob-
tained using (12), is:

r(k) =

N∑
j=1

α
j(pk)

[
−G

j(q−1
, ϑ

j)u(k) +
(
I −H

j(q−1
, ϑ

j)
)

y(k)
]

(17)

Alternatively, the residual given by (17) can be also expressed
in terms of the effects caused by faults using its internal or
unknown-input-effect form (Gertler, 1998). This form, obtained
combining (7), (12) and (16), is expressed as:

r(k) = r0(k) +

N∑
j=1

αj(pk)
[(

I −Hj(q−1, ϑj)
) (

G
j

fy
(q−1, ϑj)fy(k)

+G
j

fa
(q−1

, ϑ
j)fa(k)

)]
(18)

where
N∑

j=1

αj(pk)Gj

fy
(q−1, ϑj) = Gfy(q−1, ϑ̃k)

N∑
j=1

αj(pk)Gj

fa
(q−1, ϑj) = Gfa(q−1, ϑ̃k)

r0(k) =

N∑
j=1

α
j(pk)

[
−G

j(q−1
, ϑ

j)u(k) +
(
I −H

j(q−1
, ϑ

j)
)

y0(k)
]

(19)

Notice that, the expression (19) represents the non-faulty resid-
ual. Comparing (17) and (19), it should be noticed that both
2 In the remainder of the paper, interval bounds for vector variables should be
considered component wise.

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

265



r0(k) and r(k) are affected in the same way by the observation
gain L.

When considering model uncertainty, the residual generated by
(16) will not be zero, even in a non-faulty scenario. To cope
with the parameter uncertainty effect a passive robust approach
based on adaptive thresholding can be used (Horak, 1988).
Thus, using this passive approach, the effect of parameter
uncertainty in the residual r(k) (associated to each system
output y(k)) is bounded by the interval:

r(k) ∈ [r(k), r(k)] (20)
where:

r(k) = ŷ(k)− ŷ(k) and r(k) = ŷ(k)− ŷ(k) (21)
being ŷ(k) the nominal predicted output, ŷ(k) and ŷ(k) the
bounds of the predicted output (15) using observer (6). The
residual generated by (21) can be expressed in input-output
form using (12) as:

r(k) = min
θ∈Θ

{
N∑

j=1

α
j(pk)

[
ΔG

j(q−1
, ϑ

j)u(k) + ΔH
j(q−1

, ϑ
j)y(k)

]}
(22)

r(k) = max
θ∈Θ

{
N∑

j=1

α
j(pk)

[
ΔG

j(q−1
, ϑ

j)u(k) + ΔH
j(q−1

, ϑ
j)y(k)

]}
(23)

where:
ΔGj(q−1, ϑj) = Gj(q−1, ϑj)−Gj(q−1, ϑ

j

0)

ΔHj(q−1, ϑj) = Hj(q−1, ϑj)−Hj(q−1, ϑ
j

0)

being ϑj0 the nominal parameters.

Then, a fault is indicated if the residuals do not satisfy the
relation given by (20), or alternatively, if the measurement is
not inside the interval of predicted outputs given by (16)-(16).

Fig. 4 summarizes the robust fault detection scheme proposed.
The main signals that appear in the picture are the following:
the controller actions u, the measured outputs y, the estimated
outputs ŷ, he residual r, the observer correction c and the fault
f . y examining the residual generation block, one can see that,
in addition to the nominal model, includes an observer scheme.
The nominal model is used to estimate the outputs that more
closely fits the current wind turbine outputs. The observer is
placed in order to avoid drifting between the estimated and
measured outputs that would cause erroneous fault detection.
On the other hand, residual evaluation part is responsible
for generating the threshold taking into account the model
uncertainty. These limits take into account the uncertainty in
the modelling stage (by using a model of the error) and make
the FDI system robust.

4. FAULT ISOLATION USING LPV FAULT
SENSITIVITIES

4.1 Fault signature matrix

Fault isolation consists in identifying the faults affecting the
system. It is carried out on the basis of fault signatures, (gen-
erated by the detection module) and its relation with all the
considered faults, f(k)={fa(k), fy(k)}. Robust residual evalu-
ation presented in Section 3.4 allows obtaining a set of fault sig-
natures φ(k) = [φ1(k), φ2(k), . . . , φny(k)], where each fault
indicator is given by:

φi(k) =

{
0 if r(k) /∈ [r(k), r(k)]
1 if r(k) ∈ [r(k), r(k)]

(24)

Fig. 4. Complete model-based FDI scheme designed in this
research.

The standard FDI fault isolation method is based on exploiting
the relation defined on the Cartesian product of the sets of
considered faults:

FSM ⊂ φ×f, (25)
where FSM is the theoretical fault signature matrix (Gertler,
1998). One element of such matrix FSMi� will be equal to
one, if the fault f�(k) is affected by the residual ri(k). In this
case, the value of the fault indicator φi(k) must be equal to one
when the fault appears in the monitored system. Otherwise, the
element FSMi� will be zero.

In this work, it is proposed to use of information provided by the
fault residual sensitivity in the design of the diagnosis system
in order to increase fault isolability.

4.2 LPV Fault residual sensitivity

In general, the occurrence of a fault signal can be caused
by different faults. Therefore what allows distinguishing one
fault from the others are the fault signal dynamic properties
that should be different for each different fault. According
to (Gertler, 1998), these theoretical dynamic properties are
described by the residual fault sensitivity that can be expressed
as follows:

Sf =
∂r

∂f
(26)

which is a transfer function that describes the effect on the
residual, r, of a given fault f . The expression of residual
sensitivity is obtained using the residual internal form given
by (18). Thus, the sensitivity changes with the operating point
parametrized by scheduling variable pk as the LPV system (1).

The residual (18) can be re-written as follows:
r(k) = r0(k) + Sfy

(q−1, ϑ̃k)fy(k) + Sfa
(q−1, ϑ̃k)fa(k)

(27)
where Sfy

is the sensitivity of the output sensor fault and Sfa

is the sensitivity of the actuator fault.

LPV Residual sensitivity of an output sensor fault

Analyzing the residual internal form given by (27), and consid-
ering the fault residual sensitivity definition given by (26), the
residual sensitivity for the case of a output sensor fault fy is
given by a matrix Sfy

of dimension ny×ny whose expression
is:
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Sfy
(q−1, ϑ̃k) =

N∑
j=1

αj(pk)
[(
I −Hj(q−1, ϑj)

)
G
j
fy(q−1, ϑj)

]

=

⎡
⎢⎣ Sfy1,1(q−1, ϑ̃k) · · · Sfy1,ny

(q−1, ϑ̃k)
...

. . .
...

Sfyny,1(q−1, ϑ̃k) · · · Sfyny,ny
(q−1, ϑ̃k)

⎤
⎥⎦(28)

where the element of this matrix located at the ith-row and in
the �th-column. Sfyi,�

describes the sensitivity of the residual
ri(k) regarding the fault fy�

(k) affecting the output sensor.

LPV Residual sensitivity of an actuator fault

Applying the analysis procedure used in the output sensor case,
the residual sensitivity of an actuator fault fa is given by a
matrix Sfa of dimension ny×nu:

Sfa
(q−1, ϑ̃k) =

N∑
j=1

αj(pk)
[(
I −Hj(q−1, ϑj)

)
G
j
fa(q−1, ϑj)

]

=

⎡
⎢⎣ Sfa1,1(q−1, ϑ̃k) · · · Sfa1,nu

(q−1, ϑ̃k)
...

. . .
...

Sfany,1(q−1, ϑ̃k) · · · Sfany,nu
(q−1, ϑ̃k)

⎤
⎥⎦(29)

where each row of this matrix is related to one component of the
residual vector r(k) = {ri(k) : i = 1, 2, . . . , ny} while each
column is related to one component of the actuator fault vector
fa = {fa,� : � = 1, 2, . . . , nu}.

4.3 Fault isolation algorithm

Figure 5 shows the scheme of the fault diagnosis algorithm
proposed in this paper. The detection module has been alredy
explained in Section 3. The result of this module applied to the
residual r(k) produces an observed fault signature φ(k). The
observed fault signature is then supplied to the fault isolation
module that will try to isolate the fault so that a fault diagnosis
can be produced.

Fig. 5. Block diagram of the fault diagnosis system.

In this paper, a new fault isolation approach is proposed that
makes use of the fault estimation provided the residual fault

sensitivity (26). More precisely, assuming that
(

Sf (q−1, ϑ̃k)
)−1

exists 3 , the expression of the fault estimation is given by:

f̂�,�(k) =
(

Sf�,�
(q−1, ϑ̃k)

)−1

ri(k) (30)

3 If
(

Sf (q−1, ϑ̃k)
)
−1is non-square and can be tackled using the

left pseudo-inverse

where i ∈ [1, . . . , ny] and being f̂�,� =
{
f̂y,�, f̂a,�

}
, ∀ � ∈

[1, . . . , ny, 1, . . . , nu]. This relation considers the influence of
each fault f(k) on the each residual r(k). Notice that, the
sensitivity expression changes with the operating point and
consequently the fault estimation is parametrized by scheduling
variable pk.

Using the fault estimation (30), a new FSM matrix (called fault
signature matrix FSMest) can be defined as shown in Table 2.
This fault signature matrix is evaluated at every time instant.

f̂�,� fy,1 · · · fy,ny fa,1 · · · fa,nu

r1(k) f̂r1fy,1 · · · f̂r1fy,ny
f̂r1fa,1 · · · f̂r1fa,nu

r2(k) f̂r2fy,1 · · · f̂r2fy,ny
f̂r2fa,1 · · · f̂r2fa,nu

...
...

. . .
...

...
. . .

...
rny (k) f̂rny fy,1 · · · f̂rny fy,ny

f̂rny fa,1 · · · f̂rny fa,nu

Table 2. Fault signature matrix based on the fault estimation
(FSMest) with respect to ri(k)

Each fault hypothesis corresponds to each �th-column of
FSMest matrix of Table 2. The fault hypothesis corresponding
to �th-column is accepted if all the fault estimation values are
equal. More precisely, assuming that the system is just affected
by one fault f(k) at a time t0, the isolation process is done by
finding the fault that presents a fault estimation with a mini-
mum distance with respect to the average of fault estimation
hypothesis being postulated as a diagnosed fault:

min
{
dfy,1 , . . . , dy,ny

, dfa,1 , . . . , da,nu

}
(31)

where the distance is calculated using the Euclidean distance
between vectors:

df�,�
=

√(
f̂r1f�,�

(k)− f̂ m
f�,�

(k)

)2

+ · · ·+

(
f̂rnyf�,�

(k)− f̂ m
f�,�

(k)

)2

(32)
where:

f̂ mf�,�
(k) =

∑ny

i=1 f̂rif�,�
(k)

ny

for f�,� = {fy,�, fa,�}, ∀ � ∈ [1, . . . , ny, 1, . . . , nu].

Finally, in order to prevent false alarms when the fault signals
appears in different time instants, Puig et al. (2005) proposes a
solution that consists in not allowing an isolation decision until
a prefixed waiting time (Tw) has elapsed from the first fault
signal appearance. This time Tw can be calculated from the
largest transient time response from non-faulty situation to any
faulty situation. The value Tw must be evaluated once the first
residual is activated. This interval of time is maximum when
the fault is the minimum isolable fault. Such a fault will be
determined in the next section.

5. APPLICATION TO A REAL WIND TURBINE

5.1 Wind turbine model for FDI

For FDI purposes the measured variables used for the control
of the wind turbine were considered. Fig. 6 illustrates the basic
control scheme of the wind turbine Alstom ECO100. The inputs
of the plant are the wind speed υ, which can be divided in mean
wind speed υ and the turbulent part υ̃, the generator torque
reference τref and pitch angle reference βref . On the other
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Fig. 6. Control scheme for the ECO100 wind turbine.

hand, the outputs of the plant are the angular generator speed
ω and the electrical power P .

The GH Bladed model 4 of the ECO100 wind turbine was
delivered by Alstom. This is an encrypted model that does
not allow to use the model equations explicitly. However, this
model can be used to extract information about the structure of
the model to be used when identifying a LPV model for fault
detection. GH Bladed allows users to linearize its internal non-
linear model at any wind turbine operating point.

The linear model obtained with GH Bladed around a given
operating point contains all the dynamics and can be a higher
order model (upper than 40 states). Therefore, it is useless to
be used for designing a FDI system. These techniques usually
require relatively low order models but high accuracy. With this
aim, a set of lower models relating each output signal with the
considered input signals are obtained using the Hankel model
reduction technique (see Figure 7). The order of each model is
presented in Table 3.

Fig. 7. Bank of models for FDI

Model Output Order
1 Electrical power 4
2 Generator speed 4
3 Generator torque 2
4 Blade pitch angle 3

Table 3. Order of the FDI models

Once the structure of the models have been determined, the
parameters of the nominal models has been estimated around
each considered operating using real data coming from a real
ECO100 wind turbine and the MATLAB identification toolbox.
Figure 8 shows the result of model prediction for the electrical
power output after parameters have been calibrated at different
operating points. Once the parameters around each operating
point have obtained, the scheduling functions ϑ̃k = f(pk) for
4 GH Bladed is a program for wind turbine modelling highly validated which
provides very accurate non-linear simulation models

the LPV parameters are approximated by polynomials whose
coefficients are estimated following the procedure described
in Bamieh and Giarre (2002) using data taken at different
operating points pk ∈ [p, p].

Fig. 8. Electrical power model prediction

5.2 Model error modelling

The uncertainty model around each operating point is obtained
by Model Error Modelling (MEM) techniques proposed by
Reinelt et al. (2001). The basic idea of MEM is to use the
nominal model identified in the previous section (denotedG0),
and a collection of measured field data (y, u) to identify an error
model as follows:

(1) Compute the residual ε = y −G0u.
(2) Consider the ”error system”, with input u and output ε,

and identify a model Ge for this system. This is an esti-
mation of the error due to undermodeling, the so-called
MEM.

Identification of the MEM from residual data can be seen as a
separation between noise and unmodeled dynamics. In fact,Ge
is an estimation of the dynamic system ΔG, such that:

ε(k) = ΔGu(k) + e(k) (33)

If not knowledge about the structure of this model exists and
in the absence of specific suspected non-linearities, it is rea-
sonable to test non-linear neural networks black boxes (Ljung
(1999)) to identify the error model. It means that the Eq. (33)
can be rewritten as:

ε(k) = f̃(u(k)) + e(k) (34)

where f̃ is a non-linear function that can be modeled f.e. using
a neural network NNFIR model.

Figure 9 shows the prediction provided by nominal and error
models once have been calibrated using real data for the elec-
trical power output (Model 1 in Table 3).

5.3 FDI system design

The methods presented in the previous sections allow the FDI
system to detect faults but not to isolate them. There are some
faults that can cause the activation of more than one residual
as for example in the case of the wind sensor. Since the wind
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Fig. 9. Prediction provided by nominal and error models

speed is an input of all models in the FDI scheme, a fault in
this sensor can cause an activation of all residual signals. There
is no way to determine if a fault in such signal will induce a
massive residual activation because it depends on the type and
magnitude of the fault. The results described in Mesenguer et al.
(2010) enables FDI system to identify the source of fault by
analysing the residual sensitivities. The Table 4 indicates to the
FDI system which is the transfer function that determines the
time evolution should have the residual signal for each fault.
Then, for example, if there is a fault in the wind speed sensor,
the residual of model 1 (with electrical power output) must have
the same shape than the indicated by the sensitivity Sfu(q).

Fault Signal name Signal type Sensitivity
f1 Electrical power output sensor Sfy(q)

f2 Generator speed output sensor Sfy(q)

f3 Generator torque actuator Sfa(q)

f4 Blade pitch angle actuator Sfa(q)

f5 Wind speed input sensor Sfu(q)

Table 4. Sensitivity analysis of each fault according its type.

5.4 Results

Let us consider, for example, an abrupt fault scenario in wind
speed input sensor. In such case, the fault was only detected
by the residual corresponding to generator speed output sensor
(see Figure 10). Without the use of the residual sensitivity
analysis, the FDI system would have assigned the fault to
generator speed sensor and the reconfiguration action taken by
the fault-tolerant control would be wrong. Note that two faults
could have affected to the generator speed residual: fault f2
(generator speed sensor fault) and f5 (wind speed sensor fault).

Therefore, the corresponding two residual sensitivity functions
have to be analysed and shown in Figure 11. In this figure,
the time evolution of the residual sensitivity for model 2 with
generator speed output is illustrated. The left graph is the fault
sensitivity to an output sensor fault, i.e. a fault in the generator
speed sensor. The right graph is the fault sensitivity to an input
sensor fault, i.e. a fault in the wind speed sensor. Both curves
are different, thus the faults are isolable using residual fault
sensitivities.

Let us consider now the two possible fault scenarios described
in the list above with an abrupt fault (fixed value to 0) in
both cases. Figure 10 illustrates the FDI internal signals for
the corresponding model when these faults occur. The figure
shows the generator speed output sensor fault (abrupt fault)

Fig. 10. Fault detection results using model 2 in case of fault f2
(two upper plots) and f5 (two lower plots), respectively.

Fig. 11. Time evolution of the residual sensitivity for generator
speed.

in the top plot, and the wind speed input sensor fault (abrupt
fault) in the bottom plot. It is obvious that both scenarios cause
different behaviours in the estimated output: when an abrupt
fault is done in generator speed output sensor, the estimated
output is not able to fit the real faulty measurement. Thus the
fault indicator is always active after the fault. When an abrupt
fault is given in wind speed input sensor, not only the input of
the model is affected because the LPV model uses this signal for
the parameter variation. Therefore, after the transient is difficult
to determine what happens with the estimated output. However,
the signal time evolution in the transient zone can be analysed
in order to find out the fault origin. By examining Figure 11 and
Figure 10 it is easy to see that the faults are clearly isolable since
the estimated output follows the shape of the corresponding
residual sensitivity in the transient. For the case of wind speed
input sensor fault, the transient has less amplitude than in the
generator speed output sensor fault. This effect is also visible
in Figure 11 where the residual sensitivities have different
amplitude scale being much lower the one corresponding to
wind speed input sensor.
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6. CONCLUSIONS

In this paper, a FDI system has been developed for wind tur-
bines. The study is based on a ECO100 model (a variable-
speed, variable pitch 3MW real wind turbine) using real data
provided by the company Alstom Wind S.L.U. The wind tur-
bine faults considered are chosen based on published statistical
studies of wind turbine faults and are related to elements used
for the control system that include sensor and actuator faults.
Models for FDI have been constructed using system identifica-
tion methods using real wind turbine field data to achieve the
maximum matching with the reality. Additionally, the uncer-
tainty is taken into account to be robust against modelling errors
and signal noise. This goal is achieved by using techniques
of model error modelling that allow finding a model for the
uncertainty. The fault detection has been addressed through
LPV interval observers. The fault isolation task has been im-
plemented using the concept of residual fault sensitivities. This
concept has been exploited to provide additional information
to the relationship between residuals and faults. Moreover, it
allows obtaining the possible fault estimation for each residual
signal. Additionally the minimum detectable and isolable fault
has been presented. This information is important to evaluate
the limits of fault diagnosis method. For faults smaller than
minimum detectable/isolatable fault, this methodology can not
detect or isolate the fault, respectively. Satisfactory results have
been obtained in several fault scenarios in the considered wind
turbine.
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Alessandro Pisano and Elio Usai ∗∗

∗ Computing and Control Dept., Faculty of Technical Sciences, Univ.
of Novi Sad, Serbia (e-mail: {rapaja,jelicic}@uns.ac.rs)

∗∗Dept. of Electrical and Electronic Engineering (DIEE), Univ. of
Cagliari, Cagliari, Italy (e-mail: {pisano,eusai}@diee.unica.it).

Abstract: This paper outlines some results concerning the combined application of second-
order sliding-mode and soft-computing techniques in the framework of fault-detection problems.
A method for estimating the discrete state of an LTI affine switched system is developed to that
end. Simple controller/observer tuning formulas are constructively developed along the paper
by Lyapunov analysis. Simulation and experimental results confirm the expected performance.
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1. INTRODUCTION

In the framework of FDI, faults in dynamical systems are
usually modeled by uncertain exogenous signals entering
the system dynamics (i.e., unknown inputs). Within this
area, powerful results have been achieved in the context
of the so called model based FDI by using several types of
Unknown-Input Observers (UIOs) (Simani et al. (2002)).
Here we follow a different direction, by representing the
faults by means of abrupt changes in the system dynam-
ics. This choice naturally leads to consider a switched
dynamics as the mathematical model of the system under
investigation (see e.g. (Wang et al. (2007))).

More precisely in this paper we deal with a problem of fault
detection for affine linear switched dynamics. The system’s
current mode of operation (location) is not known, and is
wanted to be reconstructed. The state vector is assumed
to be available for measurements. We assume that some
of the locations correspond to faulty modes of operation
and a nonlinear observer stack is constructed which allows
to identify the occurrence of the faulty behaviour, and
to insulate it. The structure of the suggested scheme is
a stack of second-order sliding-mode observers, each one
producing a scalar residual signal. From an appropriate
processing of the delivered residuals (residual evaluation)
the actual mode of operation can be identified. We com-
pare two methods for the residual evaluation: i.) standard
thresholding, and ii.) soft-computing technique by means
of Artificial Neural Networks (ANNs) and Support Vector
Machine (SVMs).

Although simple residual tresholding may be quite effec-
tive from a purely theoretical point of view, in an industrial
application the plant under consideration is often non-
linear and sometimes affected by a number of exogenous
signals. Thus nonzero residual values from all of the ob-

� The authors gratefully acknowledge the financial support from the
FP7 European Research Projects ”PRODI - Power plants Robustifi-
cation by fault Diagnosis and Isolation techniques”, grant no.224233.

servers will commonly be present. The measurements will
be also usually strongly corrupted by noise, and several
residual signals might become approximately equal at the
same time, since due to measurement noise it is often
impossible to accurately detect the smallest one. All of
the above problems may be overcome by utilization of a
suitable robust classifier. In recent years several classifica-
tion techniques based on different soft computing method-
ologies emerged. These include artificial neural networks
(ANNs) and support verctor machines (SVMs) (Kecman
(2001)),(Scholkopf and Smola (2002)).

In the present work, making reference to affine switched
dynamics with uncertain discrete state, we present a slid-
ing mode based approach to discrete state recostruction
that makes use of soft computing techniques at the resid-
ual evalulation stage. Section II describes a method for
discrete state identification in affine switched systems by
means of a stack of sliding mode obserber along with a
standard threshold-based residual evaluation technique.
The method in tested in Section 3 by numerical simu-
lations. The alternative methods for residual evaluation,
using neural networks, are illustrated in the Section 4.
Section 5 presents an experimental application of the
suggested methods to a laboratory size hydraulic process
where certain faults in a centrifugal pump are detected.
It follows from the obtained results that soft computing-
based residual evaluation technique outperform the simple
thresholding method. Section 6 presents some concluding
remark.

2. DISCRETE-MODE IDENTIFICATION FOR
SWITCHED DYNAMICS

Consider the linear affine switched system

ẋ (t) = Aj(t)x (t) +Bj(t)u (t) + Fj(t); j(t) ∈ {1, 2, ..., q} (1)

where x (t) ∈ Rn, u(t) ∈ Rm, and where the so-called
“commutation signal” (or “discrete state”) j(t) deter-
mines the actual system dynamics among the possible q
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“operation modes” represented by the triplets (Ai, Bi, Fi),
i = 1, 2, ..., q.

Consider the next expression for the piecewise constant
commutation signal

j(t) = jk, tk−1 ≤ t < tk, k = 1, 2, ...,∞ (2)

where t0 = 0 and tk are the “switching times” at which
the discrete state is changing.

Let the next dwell-time restriction holds for the switch-
ing sequence

tk − tk−1 ≥ Δ, k = 1, 2, ...,∞ (3)

The dwell time restrictions inhibits the occurrence of the
so-called “Zeno phenomenon” for the considered switched
dynamics, namely the occurrence of infinitely fast changes
in the system modes of operation.

Some specific operation modes in the set {1, 2, ..., q} are
supposed to correspond to faulty conditions for system
(1) that need to be detected for real-time monitoring and
fault diagnosis purposes. The pair (x(t), u(t)) is supposed
to be accessible for measurements. The task is to recon-
struct the unknown discrete state j(t). The logic that
drives the mode switchings can be either driven by internal
system’s variables or driven by an external supervisor,
in any case it is unknown to the designer. Then, the
identification of the correct mode after the switching times
will require a transient. This transient should be faster
that the Δ value involved in dwell time restriction (3),
otherwise the estimation will be use-less.

A parallel stage containing q observers, one for each of the
possible modes of operation, is suggested:

˙̂xi (t) = Aix (t) +Biu (t) + Fi + vi(t), i = 1, 2, ..., q (4)

where vi(t) is the injection input for the i − th observer,
to be designed.

Denote the observation error for the i-th observer as

ei = x̂i − xi (5)

Then the switched and fractional order error dynamics will
be given by

ėi (t) = (Ai −Aj(t))x(t) + (Bi −Bj(t))u(t)+
+(Fi − Fj(t)) + vi(t)

(6)

It can be then separated the error dynamics of the
“correct” observer (i.e., that having the index i which
matches the current mode of operation j(t)):

ėi (t) = vi(t), i = j(t) (7)

and the error dynamics of the remaining “wrong” ob-
servers:

ėi (t) = (Ai −Aj(t))x(t) + (Bi −Bj(t))u(t)+
+(Fi − Fj(t)) + vi(t), i �= j(t)

(8)

Denote

ΔAji =Ai −Aj(t) (9)

ΔBji =Bi −Bj(t) (10)

ΔF ji = Fi − Fj(t) (11)

and

ϕ
j
i (x, u, t) = ΔAjix(t) + ΔBji u(t) + ΔF ji (12)

then (8) is rewritten as

ėi (t) = ϕ
j
i (x, u, t) + vi(t), i �= j(t) (13)

Concerning the state- and input-dependent functions
ϕ
j
i (x, u, t) entering the dynamics (13) of the wrong ob-

servers, in order to guarantee the identifiability of the
correct mode they should not be identically zero. Then
it is made the next

Assumption A1∥∥∥ϕji (x, u, t)∥∥∥ �= 0, ∀i, j = 1, 2, ..., q, i �= j (14)

The above assumption A1 should be understood as a
constraint on the dynamics of the switched system and in
particular on the resulting (x−u) time evolutions. In other

words it could be said that the manifolds ϕji (x, u, t) = 0
should not contain admissible x(t) − u(t) trajectories of
the switched system.

Functions ϕ
j
i (x, u, t) are also supposed to be smooth

enough according to the next

Assumption A2 There is a constant Φ such that∥∥∥∥ ddtϕji (x, u, t)
∥∥∥∥ ≤ Φ, ∀i, j = 1, 2, ..., q (15)

Clearly, the above Assumption A2 implies a bounded,
although arbitrarily large, admissible domain for the evo-
lution of the (x, u) trajectories in the respective space. This
gives semi-global validity to the presented discrete mode
observer.

The design of the observer injection terms is carried out
as follows

σi = x̂i − x (16)

vi = v1i + v2i (17)

v1i =−k1σi − k2|σi|
1/2sign(σi) (18)

v̇2i =−k3sign(σi) (19)

It is worth to note that the dynamics of σi is:

σ̇i =

{
vi(t) i = j(t)

ϕ
j
i (x, u, t) + vi(t) i �= j(t)

(20)

It can be defined a unique set of tuning rules for the gains
of the q observers. Consider the next inequalities involving
the tuning coefficients:

k1 > 2Φ k2 > 0 k3 > Φ
√
k1 (21)

The main idea behind the proposed observer structure
is that, after a finite transient starting at any switching
times, the injection input v2i(t) will be identically zero
for the correct observer and will be separated from zero
for the wrong observers. This can be obtained, by virtue
of Assumption A1, if the finite-time convergence to
zero of σi and σ̇i is provided for all the q observers
(i = 1, 2, ..., q).
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Let the maximal finite transient duration be denoted as
T . Then, in that case, provided that T < Δ, the next
relationship directly derives by the achieved conditions
σ1 = σ̇1 = σ2 = σ̇2 = ... = σ̇q = 0:

v2i(t) =

{
0 i = j(t)

−ϕji (x, u, t) i �= j(t)
tk−1 + T ≤ t ≤ tk(22)

On the basis of (20), and by taking into account the
Assumption A1 as well, it can be developed a simple
method for estimating the actual discrete state j(t) by
comparing the norms of the the observer signals v21(t),
v22(t), ..., v2q(t) looking for the closest to zero:

ĵ(t) = arg mini‖v2i(t)‖ (23)

The proposed scheme for the identification of the discrete
state in the switched system (1) is summarized in the next:

Theorem 1 Consider system (1), fulfilling the Assump-
tions A1 and A2, and the observer stack (4), (16)-(19) with
the observer gains chosen according to (21). Then, there
is T > 0 such that the discrete state estimation (23) will
satisfy the next relation

ĵ(t) = j(t), tk−1 + T ≤ t ≤ tk, k = 1, 2, ... (24)

Proof of Theorem 1 By combining (7) and (8), the
dynamics of the error variables ei is given by:

ėi (t) =

{
vi(t) i = j(t)

ϕ
j
i (x, u, t) + vi(t) i �= j(t)

(25)

By (2), during the first switching interval t ∈ (0, t1) the
actual mode is j(t) = j1. Then (20) specializes as

σ̇j1 = vj1(t) (26)

σ̇i(t) = ϕ
j
i (x, u, t) + vi(t), i = 1, 2, ..., q, i �= j1(27)

Considering (17)-(19) into (26) yields

σ̇j1 (t) =−k1σj1 − k2|σj1 |
1/2sign(σj1) + v2,j1(t) (28)

v̇2,j1 =−k3sign(σj1 ) (29)

σ̇i(t) =−k1σi − k2|σi|
1/2sign(σi) + v2,i(t) + ϕ

j
i (x, u, t)

(30)

v̇2,i =−k3sign(σi) i = 1, 2, ..., q, i �= j1 (31)

By introducing the new coordinates

zi(t) = v2,i(t) + ϕ
j
i (x, u, t) (32)

one can augment and rewrite (30)-(31) as

σ̇i =−k1σi − k2|σi|
1/2sign(σi) + zi(t) (33)

żi =−k3sign(σi) +
d

dt
ϕ
j
i (x, u, t), i = 1, 2, ..., q, i �= j1

(34)

To prove the finite time convergence to zero of σi and zi
(and, hence, of σ̇i) the same Lyapunov function as that
used in (Moreno et al. (2009)) is considered:

Vi = 2k3|σi|+
1

2
z2
i +

1

2

(
k1|σi|

1/2sign(σi) + k1σi − zi

)2

(35)

which can be rewritten as follows

Vi = ξTi Hξi (36)

ξi =

⎡
⎣ |σi|1/2sign(σi)

σi
zi

⎤
⎦H =

⎡
⎣ (4k3 + k2

2) k1k2 −k2

k1k2 k12 −k1

−k2 −k1 2

⎤
⎦ (37)

By evaluating the derivative of (36)-(37) along the trajec-
tories of system (33)-(34), and considering the tuning rules
(21), it can be found two positive constants γ1 and γ2 such
that

V̇i ≤ −γ1Vi − γ2

√
Vi (38)

which easily implies, by simple application of the compar-
ison Lemma, that Vi tends to zero in a finite time.

Let T > 0 be the finite transient time. By increasing the
Φ constant in the tuning formulas, the transient time can
be made as small as desired (Levant (2003),Polyakov et
al. (2009)), and in particular such that T << Δ.

The next conditions are thus achieved:

v2j1 (t) = 0 T < t < t1 (39)

v2i(t) =−ϕji (x, u, t), i = 1, 2, ..., q, i �= j1 (40)

In light of the assumption A1, the residual-based estima-
tion logic (23) provides the reconstruction of the discrete
state after the transient time T, i.e.

ĵ(t) = j1, 0 + T ≤ t ≤ t1 (41)

At the time moment t = t1 the discrete state will be
changing. A new transient of length T is activated for
the observer error dynamics, at the end of which the next
conditions will be in force:

v2j2 (t) = 0 t1 + T < t < t2 (42)

v2i(t) =−ϕji (x, u, t), i = 1, 2, ..., q, i �= j2 (43)

Thus the estimation logic (23) still provides the recon-
struction of the discrete state after the transient time, i.e.

ĵ(t) = j2, t1 + T < t < t2 (44)

By iteration on the successive switching intervals, condi-
tion (24), and so Theorem 1, is proven. �

Remark 1. The logic (23) appears not completely effective,
since in some case it can happen that Assumption A1 is
violated and, as a result, also the “wrong” residuals v2i(t)
(i �= j(t)) can occasionally cross the zero value.

On the other hand, only the correct residual (i = j(t))
can stay at (or, more realistically, close to) zero for long
time intervals. Hence the next averaged residuals can be
considered

Ri(t) =

t∫
t−δ

‖v2i(τ)‖dτ. (45)

where δ is a small time delay (the width of a receding hori-
zon window of observation for the residuals ‖v2i‖), along
with the corresponding modified discrete state evaluation
strategy

ĵ(t) = arg miniRi(t) (46)
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Fig. 1. Discrete state estimation test. The residuals ‖v21‖,
‖v22‖, ‖v23‖.

3. SIMULATION RESULTS

Now let us consider the discrete state estimation problem
for the affine switched system (1) with q = 3 distinct sub-
models defined by the matrix triplets

A1 =

[
−1 0
0 −2

]
, B1 =

[
1
1

]
, F1 =

[
0
0

]
(47)

A2 =

[
0 1
−2 0

]
, B2 =

[
1
0

]
, F2 =

[
0
0

]
(48)

A3 =

[
−6 −4
1.5 −1

]
, B3 =

[
0
1

]
, F3 =

[
0
0

]
(49)

The discrete state is changed according to the next rule

j(t) =

{
1 0 ≤ t < 2
2 2 < t ≤ 4
3 4 < t <≤ 6

(50)

The parallel stage of observers (4), (16)-(19) have been
implemented with the gains k1 = 0.01, k2 = 0.01 k3 = 0.1.
The discrete state and the residual signals ‖v21‖, ‖v22‖,
‖v23‖ corresponding to the different observers are pre-
sented in Figure 1. It can be noted that the “correct”
residuals tend to zero in the corresponding time intervals,
while the “wrong” residual keep always separated from
zero except some isolated time instant (the residual of
mode 1 becomes zero around t = 5.5, however promptly
leaving the zero value). To cope with this fact, the mod-
ified residual evaluation strategy (45)-(46) has been im-
plemented, with the length of the time window chosen as
δ = 0.1s. The actual and discrete state are depicted in the
Figure 2 which confirms the satisfactory performance of
the discrete mode observer.

4. RESIDUAL EVALUATION VIA SOFT
COMPUTING TECHNIQUES

Many different topologies of neural networks have been in-
vestigated in literature. Single layer feed-forward networks
(FFN) are utilized in the present work. The structure of
such network is presented in Fig. 3. If the network inputs

0 1 2 3 4 5 6
0.5

1

1.5

2

2.5

3

3.5
true state
detected state

Fig. 2. Discrete state estimation test. Actual and estimated
discrete state.

are denoted as xi (i ∈ {1, . . . , ni}), network output as y,
and the outputs of the nodes within the hidden layer as oj
(j ∈ {1, . . . , nh}) then

y = fo(

nh∑
j=0

wjoj) + y0, (51)

oj = fh(

ni∑
i=0

θjixi) + oj0, (52)

where fo and fh are the activation functions of the output
and hidden layer, respectivelly. In principle, these can be
arbitrary mappings. In the current work, both are selected
to be equal to the logarithmic sigmoid function (commonly
abbreviated as logsig)

logsig(x) =
1

1 + exp(−x)
. (53)

Real parameters wj and θji are the so called weights, while
y0 and oj0 are biases. The values of these parameters are
set in the training phase of the neural network implementa-
tion. During training, the size (number of nodes in the hid-
den layer) of the neural network is fixed, and the parameter
values are set by minimization of classification error by
means of a suitable nonlinear optimization technique.

SVMs represent a more recent development in the field of
soft computing. The overal structure of a SVM is identical
to the one presented in Fig 3, however the network output
is computed differently, as

y = sign

⎛
⎝ M∑
j=1

yjαjk(xj ,x) + b

⎞
⎠ , (54)

with xj denoting the j-th input pattern of the training set
and yj is its class label (0 or 1). x denotes the input vector
being evaluated (classified). b and αj are bias and weights,
all obtained during the training phase. k(·) is the so called
kernel-function which should be determined prior to SVM
training. Common kernel functions are polynomial kernel
k(x,y) = (xTy)d (d is some pre-specified positive integer)
and rbf kernel k(x,y) = exp(−||x − y||2/c) (c is some
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Fig. 3. Feedforward network with two inputs, one output
and three nodes in the hidden layer.

pre-specified positive real number). During optimization,
only a handful of αk parameters becomes different from
zero. The input patterns xk corresponding to such αk are
denoted as support vectors.

The primary difference between ANNs and SVMs is that
with SVMs the number of nodes in the hidden layer
(support vectors) is not fixed beforehand. It is set during
training. For further details we refer to Scholkopf and
Smola (2002).

In the current work, the classifiers are trained off-line using
a portion of available process data. Residuals from the
observes designed previously are used as inputs. The ANN
(or SVM) is expected to be able to distinguish nominal
working regime from the faulty one with high accuracy on
the entire data set.

5. EXPERIMENTAL FAULT DETECTION OF A
HYDRAULIC PLANT

The discrete state estimation algorithm previously de-
scribed will now be exploited to detect certain faults in a
laboratory hydraulic system. The experimental hydraulic
setup is shown in Figure 4. The centrifugal pump (P)
draws the water from the lower tank (TL) into the upper
tank (TU). The flow is adjusted by the electrical servo
valve (FV). The flow is measured using the flow meter and
the pulse flow transmitter (FT). The level in the upper
tank is measured by the float level sensor and transmitter
(LT).

The considered fault is a unintentional and undesirable
reduction of the pump rotating speed, which reduces the
amount of flow. The fault has been reproduced in the
experimental setup by reducing the pump control signal
from the nominal value (healthy condition) to about
70% of the nominal value (faulty condition). Three first
order affine models have been derived via least square
identification; two for the healthy and one for the faulty
behaviour. Then, the suggested method for discrete state
reconstruction can be applied as a fault diagnosis logic,
by identifying whether the actual mode of operation is
the faulty one, or is it one corresponding to the healthy
working regime.

Fig. 4. ”Feedback” Level/Flow Process Control System,
PROCON 38-001

Two different data sets were obtained. In the first data set
(FDS) a pump fault occurs at t = 90s and is active during
almost the entire recording. In the second data set (NDS)
the pump fault does not occur at all. Before any processing
the measurements were scaled into the [0, 1] interval, with
0 and 1 denoting the minimal and maximal measured value
of the involved physical quantity (either level or flow, or
pump control signal). Let us denote the normalized flow
measurements by f(t), the normalized level measurement
by l(t) and the normalized pump control signal by v(t).
In the actual setup, the above are current signals in the
standard range of 4-20 mA. For the purpose of model
identification, the sampling time was selected as Ts =
10ms.

Two scalar (n = m = 1) affine models have been
identified for the nominal working regime. The first model
(NOMINAL-HIGH) roughly corresponds to the high value
of the flow, while the second (NOMINAL-LOW) one
roughly corresponds to the medium and low values of
the flow. It has been established that a single model
(FAULTY) is sufficient for describing the faulty working
regime. Thus we have overall q = 3 models, two of which
correspond to a healthy operating regime while the third
one corresponds to a faulty condition.

The NOMINAL-HIGH model is

ḟ(t) = −64.43f(t)− 1.86l(t) + 14.82v(t) + 50.34, (55)

the NOMINAL-LOW model is

ḟ(t) = −0.76f(t) + 0.15l(t) + 0.68v(t)− 0.03, (56)

and the FAULTY model is

ḟ(t) = −1.38f(t) + 0.20l(t) + 0.76v(t)− 0.02. (57)

The parallel stage of observers (4), (16)-(19) has been
implemented with the gains k1 = 135, k2 = 100 k3 = 100.
As before, the residual signal were chosen as the integrals
of ‖v21‖, ‖v22‖ and ‖v23‖ in a receding horizon time
window of width δ = 1s, according to the modified residual
evaluation strategy (45)-(46).

Result of the simple thresholding classification procedure
for the faulty data set is presented in Figure 5. The
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Fig. 5. Fault detection using simple tresholding techniques
without postprocessing. The solid line corresponds to
the actual state, while the dashed line corresponds to
the estimated state.

classification accuracy is near 70%. Due to the modelling
errors and measurement noise the performance is poor and
frequent changes can be seen in the estimated discrete
state.

The classification performance can be improved by utiliza-
tion of soft computing techniques and postprocessing. The
classifiers utilized in the current work are different ANNs
and SVMs. The idea of the postprocessing is that it is
highly unlikely that the process changes state from nom-
inal to faulty and back rapidly. Therefore, the estimated
state is allowed to change only when the classifier indicates
the corresponding change for at least N consecutive time
instants. With too small values of N it is not possible to
prevent the frequent and unnecessary changes in the state
estimation. On the other hand, too high values of N would
result in long detection delays.

Several types of feedforward networks have been used, all
with tansig activation function in both the hidden and
the output layer, but with different number of neurons.
It has been found that 20 nodes in the hidden layer
are enough for obtaining an accurate classification. Fault
detection performance obtained with different choices of
N is illustrated in the Fig. 1. The detection accuracy
without postprocessing is 93.17%. The network is also
tested on a different data set in which the fault does not
occur. Without postprocessing the network success rate
is 89.83%. Result of the FDI procedure with N = 10 is
presented in Fig. 6. SVMs show rather similar detection
accuracy. Several different type of SVMs have been tested,
the most representative results are reported in the Table
2 (N is the number of samples used in postprocessing). In
the Table 2, N still denotes the number of samples used
in postprocessing, poly n denotes a SVM with polynomial
kernel of order n, and rbf x denotes a radial basis function
kernel with width parameter σ = x. The satisfactory
performance of the neural network based methods, and the
positive effect of the post processing are apparent from the
results displayed in the Tables

Table 1. Performance of the different fault
detection setups based on feedforward neural

networks.

N FDS NDS delay

5 95.97 % 98.49 % 6

7 97.64 % 98.49 % 8

10 96.62 % 100 % 11

0 100 200 300 400 500 600
−0.2
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detected state

Fig. 6. Fault detection using feedforward neural network
with 20 nodes in the hidden layer. N = 10 is used
during postprocessing. The solid line corresponds to
the actual state, while the dashed line corresponds to
the estimated state.

Table 2. Performance of the different fault
detection setups based on feedforward neural

networks.

SVM type N FDS NDS delay

poly 5 0 86.5 % 77.5 % -

poly 5 5 96.64 % 91.95 % 11

poly 5 7 96.8 % 100 % 13

poly 5 10 95.76 % 100 % 16

rbf 1 0 87.83 % 65.83 % -

rbf 1 5 91.10 % 69.97 % 7

rbf 1 7 93.77 % 85.18 % 9

rbf 1 10 96.45 % 92.22 % 12

rbf 0.5 0 83.83 % 85.5 % -

rbf 0.5 5 97.48 % 100 % 4

rbf 0.5 7 96.8 % 100 % 13

rbf 0.5 10 95.77 % 100 % 16

6. CONCLUSIONS

The present work addressed the problem of fault-detection
using model-based approach with second-order sliding-
mode observers for residual generation and soft computing
for the residual evaluation. The faults have been modeled
as abrupt changes in the system dynamics, and a switched
affine dynamics has been considered. The FDI problem has
been reduced to that of discrete state estimation.

The present study demonstrates that in practice it is
not easy to achieve effective fault detection using simple
thresholding techniques, mainly due to modeling errors
and measurement noise. Several types of soft-computing
based classifiers have been trained and tested. Such classi-
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fiers are capable of learning complex relationships between
the residual signals and the actual state, and are, therefore,
more suitable for industrial applications.

Also, it has been perceived that a proper postprocessing
procedure is necessary in order to prevent rapid changes of
the detected state, even in the cases when soft-computing
has been utilized. In fact, the postprocessing step enables
us to construct an FDI system which is at the same time
robust and agile: with swift detection capabilities and low
false alarm rate.

Next investigations will be devoted to generalize the
present approach to appropriate classes of nonlinear
switched dynamics.
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Flow and Infiltration Estimation in Open
Channel Hydraulic Systems
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Abstract: This paper addresses a problem of state and disturbance estimation for an open
channel hydraulic system. More precisely, a cascade of n canal reaches, joined by gates, is
considered, and, by using measurements of the water level in three points per reach, we design
an observer capable of estimating both the infiltration and discharge in the middle point of
each reach. To facilitate the observer design, the system dynamics is modeled by considering a
linearized approximation of the underlying nonlinear dynamics around the subcritical uniform
flow condition. The proposed solution is based on the unknown-input and proportional-integral
observers theory. Simulation results are discussed to verify the effectiveness of the proposed
schemes.

Keywords: Unknown-input observers, strong observability, open channel hydraulic system.

1. INTRODUCTION

Most open-channel hydraulic systems are currently manu-
ally operated by flow control gates. Medium-term research
goals in this field are to operate those systems automati-
cally in order to improve water distribution efficiency and
safety. A key problem is to reconstruct all the informations
needed for control or monitoring purposes (water levels,
flow rates, and infiltrations), some of which are intrinsi-
cally impossible or difficult to measure, by reducing the
number of required sensors in the field. The aim of this
paper is the development of new estimation algorithms for
a cascade chain of open channel hydraulic systems subject
to unmeasurable disturbances. Open channel hydraulic
systems are described by two nonlinear coupled partial
differential equations (Saint-Venant Equations). The two
main methods used to solve Saint-Venant equations are ba-
sically the finite-difference method (Strelkoff et al. (1970))
and the finite-element method (Colley et al. (1976)).
Many variations and improvements have been proposed
that have allowed getting better simulation results, but at
the same time they increased model complexity and, cor-
respondingly, the difficulty to embed them in model-based
observers or controllers. For the considered open channel
hydraulic system it has been shown how a three-point
orthogonal collocation model (Villadsen et al. (1978))
can be used to design a model-based nonlinear controller
with guaranteed properties of closed loop stability. It
has even been shown how the behavior obtained solving
the simplified equations of the collocation model is close
enough to that obtained using high-accuracy solvers of the
commercial software packages (Dulhoste et al. (2001);
Besancon et al. (2001)). In (Besancon et al. (2001)) a
three-point collocation-based nonlinear model of a single-
reach irrigation canal was developed. In that model, the
three points of interest where the system variables are
evaluated are the canal start, middle and end points,
respectively, and a constant uncertain infiltration is taken

into account. An observer for the level variables and for
the constant infiltration was designed by measuring the
level in the middle of the reach and the upstream and
downstream flows. Our developments take, as a starting
point, the results presented in (Besancon et al. (2001))
for a single-reach canal. Here the main task is to consider
a cascade of n canal reaches instead of a single reach,
and to relax some of the standing modeling assumptions
made in Besancon et al. (2001). More precisely we:

i.) dispense with the need of flow rate measurements by
allowing only level measurements;

ii.) consider a time varying infiltration;

iii.) consider, in the case of absence of infiltration, a num-
ber of sensors less than those normally required.

Section 2 recalls the Saint-Venant equations that rigor-
ously describe the dynamics of a canal reach. In Section 3
the three-point collocation based nonlinear model of a sin-
gle reach presented in (Besancon et al. (2001)), is extended
to a cascade of n canal reaches, and in Subsection 3.1
the linearization around the uniform flow condition of the
obtained model is computed by linearizing the discharge
balance equations through the gates. In Section 4, the two
estimation problems addressed in the manuscript (called
“Problem 1” and “Problem 2”) are stated. Only level
measurement are permitted in both. Problem 1 involves
the simplifying assumption of absence of infiltration, and,
as a counterpart, it considers certain level variables to
be unavailable for measurements. The flow variables are
wanted to be estimated along with the unmeasured level
variables. Problem 2 deals with the more general non-
zero infiltration case but requires the measurement of
the level variables in all of the collocation points (three
points per channel). The flow variables are wanted to
be estimated again, along with the unknown infiltrations,
after a finite-time estimation transient. Problem 1 and
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Problem 2 give rise to an observation problem for Linear
Time-Invariant System with Unknown Inputs (LTISUI).
In Section 5 a method for state estimation and unknown
input reconstruction in LTISUI is recalled. The approach
is based on the assumption of ”Strong Observability”
(Molinari et al. (1976); Hautus et al. (1983); Bejarano et
al. (2007)), a structural geometric restriction involving
the matrices of the LTISUI mathematical model. Such
restriction has different, although equivalent, formulations,
the simplest of which establishes that a certain matrix
pair should be observable. In the Section 6, a case study
of a canal with rectangular section and three reaches in
cascade is illustrated. The parameters of the linearized
models previously developed are computed. In the suc-
cessive Sections 7 and 8 the techniques described in the
Section 5 are applied to solve the estimation Problem 1
and Problem 2, respectively. It is shown, in both cases, that
the structural requirement of strong observability holds for
the resulting models, and corresponding simulation results
are illustrated and commented, which will confirm the
expected performance of the suggested observers.

2. FORMULATION OF THE PROBLEM

Water flow dynamics in an open channel are governed by
the Saint-Venant Equations

∂S

∂t
+

∂Q

∂x
=w (1)

∂Q

∂t
+

∂(Q2/S)
∂x

+ gS

(
∂H

∂x
− I + J

)
= kq(w)

Q

S
w

(2)

where x ∈ [0, L] is the spatial variable (L being the channel
length), t being the time variable, and S(x, t), Q(x, t) and
H(x, t) being the wet section, water flow rate and relative
water level, respectively, and the term w = w(x, t) in
the right-hand side of (1), (2) represents the infiltration.
J represents the friction term, which has the expression
J = Q|Q|

Di2 , Di = kS
(

S
P

) 2
3 , with k being Strickler friction

coefficient and P (x, t) being the transversal wet length,
and I is the canal slope. Finally the term kq(w) is 0 if
w ≥ 0 and 1 if w < 0. In this paper we refer to the case of
positive infiltration (w ≥ 0) and to canals with rectangular
section, so if B is the constant canal width one has that
S = BH and P = B + 2H.
Thus, model (1)-(2) can be rewritten in terms of the Q
and H variables only, and, in particular, eq. (1) modifies
as

δH

δt
= − 1

B

δQ

δx
+

1
B
w (3)

If the slope of the canal is low, as it is the case, e.g.,
in irrigation channels, it can be assumed subcritical flow
condition which makes it reasonable to complement (1)
with the Dirichlet boundary conditions for the upstream
and downstream value of the flow

Q(0, t) = QU (t); Q(L, t) = QD(t); (4)

Initial conditions are given by:

H(x, 0) = H0(x); Q(x, 0) = Q0(x) (5)

3. COLLOCATION-BASED FINITE-DIMENSIONAL
MODEL

In (Dulhoste et al. (2001)) it was shown that Saint
Venant equation can be approximated by ordinary dif-
ferential equations of finite dimension using a collocation
point Galerkin method (Fletcher et al. (1984)). It has
been also shown that three collocation points located at
the canal upstream, middle, and downstream points (say
points A, M , and B, respectively) leads to a sufficiently
accurate representation for observation and control pur-
poses. Consider a cascade of n canal reaches connecting
the two upstream and downstream reservoirs, separated
by n + 1 adjustable gates, and subject to infiltration
losses, as represented in the Figure 1. By choosing three
collocation points for each channel, and using the same
notation as before to denote the resulting points Ai, Mi,
Bi (i = 1, 2, ..., n) the equation (3) can be discretized as
follows (Besancon et al. (2001)):

ḢAi =
1

BiLi
[−4QMi + 3QAi + QBi] +

wi

Bi

ḢMi =
1

BiLi
[QAi −QBi] +

wi

Bi

ḢBi =
1

BiLi
[4QMi −QAi − 3QBi] +

wi

Bi

(6)

QAi = ηiΣi

√
2g(HBi−1 −HAi) (7)

QBi =QCi + QAi+1 =

=QCi + ηi+1Σi+1

√
2g(HBi −HAi+1) (8)

where HAi, HMi and HBi (i = 1, 2, ..., n) are the state
variables, QAi, QMi and QBi (i = 1, 2, ..., n) denote the
flow at the collocation points, wi (i = 1, 2, ..., n) is the
infiltration in the i−th reach, ηj and Σj (j = 1, 2, ..., n+1)
are the discharge coefficients and the opening sections of
the i-th gate, and QCi is the widthdrawal request from the
users. HB0 and HAn+1 represent the constant levels in the
upstream and downstream reservoirs. Considering (7) and
(8) into (6) one obtains a more compact expression for the
system nonlinear dynamics:

ḢAi =
1

BiLi
[fA(HBi−1, HBi, HAi, HAi+1,Σi,Σi+1)−

−4QMi + QCi] +
wi

Bi

ḢMi =
1

BiLi
[fM (HBi−1,HBi,HAi,HAi+1,Σi,Σi+1)−

−QCi] +
wi

Bi

ḢBi =
1

BiLi
[fB(HBi−1,HBi,HAi,HAi+1,Σi,Σi+1)+

+4QMi − 3QCi] +
wi

Bi

(9)

with implicit definition of the nonlinear functions fA(·),
fM (·) and fB(·). The dynamic relationship between the
middle point flow variable QMi and the remaining system
variables can be derived by generalizing the ”one-reach
canal” relationship (Dulhoste et al. (2001)) as follows:

Q̇Mi = ψiq(QAi, QBi, QMi,HAi,HMi,HBi, wi) (10)

= gBiHMi

(
I +

HAi −HBi

Li

)
+

(
2(QAi −QBi)

BLi

)
QMi

HMi
+
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Fig. 1. Cascade of n canal reaches with infiltration losses.

+

(
HBi −HAi

BiLiH2
Mi

− g

K2BiHMi( BiHMi

Bi+2HMi
)

4
3

)
Q2

Mi

3.1 Linearized Model

The nonlinear model (9) can be linearized in a vicinity of
the uniform flow condition (Corriga et al. (1983)). Let Qi
(i = 1, 2, ..., n), denote the flow value in the i-th channel in
the uniform flow condition. Let also Hi (i = 1, 2, ..., n) be
the corresponding water levels, and Σj (j = 1, 2, ..., n+ 1)
be the corresponding values for the gates opening sections.
Define the corresponding variables hAi, hMi, hBi, qMi, and
σi like the deviation of HAi,HMi,HBi, QMi and Σi from
the uniform condition, then relation (7) can be linearized
as follows in a vicinity of the uniform flow condition
(Corriga et al. (1983))

QAi = Qi + aiσi(t) + bi[hBi−1(t)− hAi(t)] (11)

with the coefficients ai and bi as follows

ai = ηi

√
2g(Hi−1 −Hi); bi =

ηiΣi

√
2g√

2(Hi−1 −Hi)
(12)

The corresponding linearized form for (8) can be derived
from the next continuity equation

QBi = QAi+1 + QCi, i = 1, ...n (13)

which leads to
QBi = QCi + Qi+1 + ai+1σi+1 + bi+1[hBi − hAi+1] (14)

with i = 1, 2, ..., n and the deviation variables hAn+1 and
hB0 customarily set both to zero as a consequence of the
fact that the water level in the upstream and downstream
reservoirs is supposed to keep constant

hAn+1 = 0; hB0 = 0 (15)

Substituting (11)-(14) into (6)-(8), considering the next
continuity condition

Qi = Qi+1 + QCi; i = 1, ...n (16)

and considering vectors

h= [hA1 hM1 hB1 ...hAn hMn hBn]T , h ∈ R3n

σ = [σ1 σ2...σn+1]T , σ ∈ Rn+1 (17)

qM = [qM1 qM2...qMn]T , q ∈ Rn (18)

w = [w1 w2...wn]T w ∈ Rn (19)

(20)
it is possible to rewrite the system (9) in the compact state
space form

ḣ = Ah + Mσσ + MqqM + Mww (21)

with implicitly defined constant matrices A, Mσ, Mq

and Mw of appropriate dimension. Vector qM depends
(dynamically) on the other system variables according to
the nonlinear differential equation
q̇M = ψ(h, qM , σ, w) = [ψ1q(·), ψ2q(·), . . . ψnq(·)]T (22)

and the functions ψiq(·) (i = 1, 2, ..., n) are defined in (10).
Note that the nonlinear dynamics (22) need not to be
linearized since vector qM is going to be treated as an
unknown input of the system, rather than as a part of the
system state. Since the first and last equation in (9) are
not affected by the level variables hMi, it is possible to
consider a reduced-order version of system (21) where the
state vector h is replaced by the reduced-order version

h̃ = [hA1 hB1 hA2 ...hAn hBn]T h̃ ∈ R2n (23)

The corresponding reduced-order state space model is
given by

˙̃
h = Ãh̃ + M̃σσ + M̃qqM + M̃ww, (24)

whose matrices Ã, M̃σ, M̃q, M̃w can be trivially derived by
removing selected rows and columns from the matrices
A,Mσ,Mq,Mw of the full-order model (21)

4. FLOW AND INFILTRATION ESTIMATION
PROBLEM STATEMENT

In this paper we make reference to the linearized dynamics
(21) and we address two distinct state and disturbance
estimation problems under the common constraint that
only level measurements are allowed. In fact, flow
sensors are expensive devices, and, furthermore, it is
difficult to make precise flow measurements in the real
scenarios. Level sensors are on the contrary cheap and
accurate. Vector σ is supposed to be known, while vectors
w and qM are both unmeasurable. We cast the following
problems:
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Problem 1. By measuring only a portion of the reduced-
order state vector h̃, and assuming no infiltrations (w = 0),
estimate the flow vector qM and reconstruct the unmea-
sured part of vector h̃.

Problem 2. By measuring the full vector h, reconstruct
the infiltration vector w and the flow vector qM in finite
time.

Both Problems 1 and 2 will be solved by making use of
unknown-input observers (UIO) under the requirement of
“strong observability” (Molinari et al. (1976); Hautus et
al. (1983)) for certain subsystems that shall be specified
later on. The UIO design for general, strongly observable,
linear time-invariant systems with unknown inputs is re-
called in the next Section V. The successive sections VI
and VII address the Problem 1 and 2, respectively, by
exploiting the presented UIO design framework.

5. STRONG OBSERVABILITY AND UIO DESIGN
FOR LINEAR SYSTEMS WITH UNKNOWN INPUTS

Consider the linear time invariant dynamics
ẋ = Ax + Gu + Fξ
y = Cx

(25)

where x ∈ Rn and y ∈ R
p are the state and output

variables, u(t) ∈ R
h is a known input to the system,

ξ(t) ∈ R
m is an unknown input term, and A,G, F,C are

known constant matrices of appropriate dimension. Let us
make the following assumptions:

A1. The matrix triplet (A,F,C) is strongly observable
A2. rank (CF ) = rank F = m.

If conditions A1 and A2 are satisfied then it can be system-
atically found a state coordinates transformation together
with an output coordinates change which decouple the
unknown input ξ from a certain subsystem in the new
coordinates. Such a transformation is outlined below. For
the generic matrix J ∈ Rnr×nc with rankJ = r, we
define J⊥ ∈ R

nr−r×nr as a matrix such that J⊥J = 0
and rankJ⊥ = nr − r. Matrix J⊥ always exists and,
furthermore, it is not unique 1 . Let Γ+ = [ΓT Γ]−1ΓT

denote the left pseudo-inverse of Γ and it is such that
Γ+Γ = Inc , with Inc being the identity matrix of order
nc. Consider the following transformation matrices T and
U :

T =
[

F⊥

(CF )+ C

]
=

[
T1

T2

]
(26)

U =
[

(CF )⊥

(CF )+

]
=

[
U1

U2

]
(27)

(CF )+ =
[
(CF )T (CF )

]−1

(CF )T (28)

and the transformed state and output vectors
x̄ = Tx, ȳ = Uy (29)

Consider the following partitions of vectors x̄ and ȳ

x̄ =
[
T1x
T2x

]
=

[
x̄1

x̄2

]
, x̄1 ∈ Rn−m x̄2 ∈ Rm (30)

1 A Matlab instruction for computing Mb = M⊥ for a generic
matrix M is Mb = null(M′)′

ȳ =
[
U1y
U2y

]
=

[
ȳ1

ȳ2

]
; ȳ1 ∈ Rp−m ȳ2 ∈ Rm (31)

After simple algebraic manipulations the transformed
system in the new coordinates takes the form:

˙̄x1 = Ā11x̄1 + Ā12x̄2 + F⊥Gu
˙̄x2 = Ā21x̄1 + Ā22x̄2 + (CF )+ CGu + ξ
ȳ1 = C̄1x̄1

ȳ2 = x̄2

(32)

with the matrices Ā11, ..., Ā22 and C̄1 such that[
Ā11 Ā11

Ā21 Ā22

]
= TAT−1; C̄1 = (CF )⊥ CT1 (33)

It turns out that the triple (A,C, F ) is strongly observable
if, and only if, the pair (Ā11, C̄1) is observable (Molinari
et al. (1976); Hautus et al. (1983)). In light of the
Assumption A1, this property, that can be also understood
in terms of a simplified algebraic test to check the strong
detectability of a matrix triple, opens the way to design
stable observers for the state of the transformed dynamics
(32). The peculiarity of the transformed system (32) is that
x̄2 constitutes a part of the transformed output vector ȳ.
Hence, the observation of the state of systems (32)
can be accomplished by estimating x̄1 only, whose
dynamics is not affected by the unknown input vector. The
observability of the (Ā11, C̄1) permits the implementation
of the following Luenberger observer for the x̄1 subsystem
of (32):

˙̄̂x1 = Ā11 ˆ̄x1 + Ā12ȳ2 + F⊥Gu + L(ȳ1 − C̄1 ˆ̄x1) (34)

which gives rise to the error dynamics
ė1 = (A− LC)e1, e1 = ˆ̄x1 − x̄1 (35)

whose eigenvalues can be arbitrarily located by a proper
selection of the matrix L. Therefore, with properly chosen
L we have that ˆ̄x1 → x̄1 as t→∞, which implies that the
overall system state can be reconstructed by the following
relationships

x̂ = T−1[ˆ̄x1 ȳ2]T (36)

Note that the convergence of ˆ̄x1 to x̄1 is exponential and
can be made as fast as desired.

5.1 Reconstruction of the unknown inputs

An estimator can be designed which gives an exponen-
tially converging estimate of the unknown input vector ξ.
Consider the following estimator dynamics

˙̄̂x2 = Ā21 ˆ̄x1 + Ā22ȳ2 + (CF )+ CGu + v(t) (37)

with the estimator injection input v(t) yet to be specified.
Let us assume that a constant Ξd can be found such that

|ξ̇(t)| ≤ Ξd (38)

Define
s = ˆ̄x2 − ȳ2 = ˆ̄x2 − x̄2 (39)

By (37) and (32), the dynamics of the sliding variable σ
takes the following form

ṡ = f(t)− v(t), f(t) = Ā21ē1(t) + ξ(t) (40)
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Considering (35) , the time derivative of the uncertain
term f(t) can be evaluated as

ḟ(t) = Ā21(A− LC)e1(t) + ξ̇(t) (41)

where e1(t) is exponentially vanishing. Then, considering
(38), by taking any Ψ > Ξd, the next condition

|ḟ(t)| ≤ Ψ, t > T ∗, T ∗ <∞ (42)

will be established starting from a finite time instant
t = T ∗ on. As shown in (Levant et al. (1993)), if the
injection input v(t) is designed according to

v (t) = λ |σ|1/2
signσ + v1; v̇1 (t) = αsign σ, (43)

α > Ψ, λ >
1− θ

1 + θ

√
Ψ− α

Ψ + α
, θ ∈ (0, 1) (44)

It steers to zero in finite time both σ and its time derivative
σ̇. Therefore, condition

v(t) = ξ(t) + Ā21(A− LC)e1(t) (45)

holds after a finite transient time. It readily follows from
the constraction property of e1(t) that the second term
in the right hand side of (45) is exponentially vanishing,
which implies that |v(t) − ξ(t)| → 0 as t → ∞ and,
furthermore, the convergence takes place exponentially.
Therefore, under the condition (38), the estimator (37),
(39), (43)-(44) allows one to reconstruct the unknown
input vector ξ acting on the original system (25).

6. CASE STUDY

We shall consider a test canal with rectangular section and
three reaches in cascade with width of 2 m and length re-
spectively 4, 5 and 2 km; the supposed discharge coefficient

is η = 0.6; the roughness coefficient Ks = 50m
1
3

s ; and the
constant slope is I = 0, 001;. The water level in upstream
reservoir is HB0 = 3m; and in downstream reservoir is
HA4 = 1m. We have the following withdrawals (m3

s ):
QC1 = 2, QC2 = 2, QC3 = 1. The opening section of the
4 − th gate is kept constant Σ4 = 0.538m2. The uniform
flow condition is characterized by the following values: flow
rates (m3

s ): Q1 = 6.017, Q2 = 4.007, Q3 = 1.966; levels
(m): H1 = 2, 40, H2 = 1.72, H3 = 0.99; opening sections
(m2): Σ1 = 2.923, Σ2 = 1.829, Σ3 = 0.866.
The opening sections of the gates 1, 2 and 3 are adjusted
according to

Σ1 = Σ1 + 0.8sin[(2π/1000)t]
Σ2 = Σ2 + 0.5sin[(2π/1000)t]
Σ3 = Σ3 + 0.3sin[(2π/1000)t]

(46)

and the infiltration variables are set as w1 = w2 = w3 =
0.1e−0.001t.

7. FLOW ESTIMATION WITH PARTIAL LEVEL
MEASUREMENTS AND NO INFILTRATION

(PROBLEM 1)

Consider the reduced-order linearized dynamics (24) by
assuming no infiltration (i.e., w = 0) according to the
statement of Problem 1 (see Section 4):

˙̃
h = Ãh̃ + M̃σσ + M̃qqM (47)

Only five elements of vector h̃ are supposed to be mea-
sured, according to the next output equation

ỹ = C̃h̃; C̃ =

⎡
⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎦ (48)

It is worth noting that system (47)-(48) is a special case
of the general dynamics (25) with the modified notation
h̃ = x, σ = u, qM = ξ. It is easy to check that the matrix
triplet (Ã, M̃q, C̃) is strongly observable, hence the design
method previously described can be applied to reconstruct,
both, the unknown vector qM and the unmeasured
level variable hA2. By computing the matrices of the
transformed system dynamics, it can be readily verified
that (Ā11, C̄1) is an observable pair. Therefore, it can be
implemented the suggested scheme (34),(37), (43)-(44),
with the observer gain matrix

L̃ = 10−3

[−1.7 2.1
−0.6 −3.0
−3.3 −0.9

]
(49)

that has been computed in order to assign to the obser-
vation error matrix (Ā11 − L̃C̄1) the desired spectrum of
eigenvalues [-0.05,-0.05,-0.005]. The gain parameters α and
λ of the unknown input reconstruction algorithm are set
as α = 1.5

√
5, λ = 5. The performance of the observer

are tested by means of simulations made in the Matlab-
Simulink environment. The system and the observers are
integrated by fixed step Runge-Kutta method, with the in-
tegration step Ts = 10−4s. The system’s initial conditions
are: h̃(0) = [0.1, 0.1, 0.1, 0.1, 0.1, 0.1]. All the observer’s
initial conditions are set to zero. For simulation purposes
the actual QM profiles are generated by solving the cor-
responding system of nonlinear differential equations (22),
with the initial conditions QM (0) = [6.017, 4.007, 1.966].
The next Figures 2 show the actual and estimated profiles
of the unknown flow variable qM1 during the TEST 1,
of duration 500 seconds. The left and right plot show
the transient and long term behaviour. After a transient
of about twenty seconds, the estimated flow converges
towards the actual one. The estimation performance for
the flow variables qM2 and qM3 is pretty equivalent and
it is not shown for brevity. The reconstruction of the
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Fig. 2. Actual and estimated flow variable qM1 in the
TEST 1

unmeasured level variable hA2 is shown in the Figure 3.
The left and right plot show the transient and long term
behaviour, respectively.
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Fig. 3. Actual and estimated level variable hA2 in the
TEST 1

8. FLOW AND INFILTRATION ESTIMATION WITH
FULL LEVEL MEASUREMENTS (PROBLEM 2)

We consider here the full-order model (21), and we assume
the availability for measurement of the entire state vector
h ∈ �3n ≡ �9, i.e. the considered output is y = h. The
problem here is to reconstruct after a finite observation
transient the unknown input terms, namely the flow qM

in the middle of the channels and the infiltration vector
w. System (21) along with the considered output equation
y = h can be rewritten as

ḣ = Ah + Mσσ + [Mq Mw] · [qM w]T
y = Ch

(50)

which belongs to the class of dynamics (25) with the
modified notation h = x, σ = u, [qT

M wT ]T = ξ,
Mσ = G and [Mq Mw] = F , and with the output
transformation matrix C = I (I being the identity matrix
of order 3n = 9). It is easy to check that the matrix
triplet (Ã, [Mq Mw], I) is strongly observable. Since the
state vector is supposed to be fully available, a simplified
version of the design methodology previously described
can be applied to reconstruct the unknown vectors qM

and w. By computing the matrices of the transformed
system dynamics, it can be readily verified that (Ā11, C̄1)
is an observable pair. Since the state vector is already
available, only the observer (39)-(44) for reconstructing
the unknown input is necessary. The gain parameters
α and λ of the observation algorithm are set as α =
1.5
√

5, λ = 5. The performance of the observer is tested
by means of simulations made in the same way of the
previous case. For simulation purposes the actual QM

profiles are generated by solving the corresponding system
of nonlinear differential equations (22), with the initial
conditions QM (0) = [6.017, 4.007, 1.966] The next Figures
4 shows the actual and estimated profiles of the unknown
flow variable qM2 during the TEST 2, of duration 100
seconds. The left and right plot show the transient and
long term behaviour. After a transient of about half a
second, the estimated flow converges towards the actual
one. The estimation performance for the flow variables qM1

and qM3 is pretty equivalent and it is not shown for brevity.
The reconstruction of of the unknown infiltration variable
w3 is shown in the Figure 5. The left and right plot show
the transient and long term behaviour, respectively.
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Abstract: In this note an Unknown Input Observer and a disturbance estimator are pro-
posed for a class of distributed parameter systems. The 1D diffusion equation subject to an
uncertain exogenous input is dealt with, and point-wise measurements are considered. The
observer/estimator design is carried out by making reference to a finite dimensional modal
decomposition of the solution. A combined state and output transformation is applied to the
resulting finite dimensional approximation, yielding a special form for the transformed system
that allows the implementation of a linear observer for reconstructing the system state and a
sliding mode observer for reconstructing the unknown input. Numerical simulations show the
applicability of the suggested approach to the considered class of PDEs.

1. INTRODUCTION

There are many kind of systems whose dynamical behavior
are described by Partial Differential Equations (PDE),
(Curtain, 1995), (Schiesser, 2009). In the last decade, this
field has broadened considerably as more realistic models
have been introduced and investigated in different areas
such as thermodynamics, elastic structures, fluid dynamics
and biological systems, to name a few (Imanuilov, 2005),
(Mondaini, 2008). In spite of the fact that optimization
and control of systems governed by PDE is a very active
field of research, no much have been developed for observer
design. A main result of this field is described in (Krstic,
2005).
In this paper we consider a problem of state and distur-
bance estimation for a perturbed version of the diffusion
PDE with collocated measurement sensors. It is assumed
that the system model is corrupted by an in-domain uncer-
tain, distributed, disturbance. Related investigation were
made in (Demetriou, 2005) where an Unknown Input
Observer (UIO) was proposed for a class of PDEs in ab-
stract form with a concrete example developed for the per-
turbed diffusion-convection equation. (Demetriou, 2005)
basically extends to Distributed Parameter Systems (DPS)
the finite dimensional results of UIO design (Chen, 1996),
(Edwards, 2000). The key point of the design method in
(Demetriou, 2005) was that of selecting the sensor type
and location in such a way that the resulting measurement
operator fulfills certain operator equations. After deriving
the finite-dimensional modal discretization of the involved
PDE, here we follow a similar idea but we develop our
design conditions for the approximate finite dimensional
model directly. We exploit known results involving the
concept of strong observability (Hautus, 1983), (Molinari,
1976) to derive in closed form the expression of a linear,
reduced order, UIO. Hence the sensor type and location
are to be chosen in such a way that the resulting approx-
imate finite dimensional system is Strongly Observable.

Furthermore we suggest a sliding mode estimator to re-
construct the unmeasurable external disturbance affecting
the original infinite dimensional dynamics.
The paper is structured as follows. Next Section II con-
tains the problem formulation. In Section III the modal
decompostion is developed for the considered class of PDE
and the resulting finite dimensional model is developed.
In Section 4 and 5 the state observer and the disturbance
estimator design are illustrated. Section VI discusses some
numerical simulation example and Section 7 presents some
final conclusions.

2. FORMULATION OF THE PROBLEM

Consider a physical phenomenon represented by the space
and time varying scalar field 𝑧(𝑥, 𝑡) evolving in a Hilbert
space 𝐿2(0, 𝑙), where 0 ≤ 𝑥 ≤ 𝑙 is the mono-dimensional
(1D) spatial variable and 𝑡 > 0 is the time variable. Let the
scalar field behavior be governed by a perturbed diffusion
(PDE).

𝑧𝑡(𝑥, 𝑡) = 𝜃𝑧𝑥𝑥(𝑥, 𝑡) + 𝑓(𝑥)𝑤(𝑡) (1)

where 𝜃 is a positive coefficient called diffusivity, 𝑧𝑡(𝑥, 𝑡)
denotes the partial time derivative and 𝑧𝑥𝑥(𝑥, 𝑡) de-
notes the second order spatial derivative. The vector
field 𝑓(𝑥)𝑤(𝑡) represent an uncertain source term where
𝑓(𝑥) ∈ 𝐿2[0, 𝑙] is a known function, and 𝑤(𝑡) uncertain.
The initial condition (ICs) is:

𝑧(𝑥, 0) = 𝑧0(𝑥), 𝑧0(𝑥) ∈ 𝐿2[0, 𝑙] (2)

It is well-known, given the initial condition (2), that the
Hilbert space-valued heat equation (1) has a unique mild
solution 𝑧(𝑥, 𝑡) (Pazy, 1983). By default, only mild solu-
tions are under study in the present work.
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We consider two types of boundaries conditions (BCs),
namely, homogenous Neumann BCs

Neumann-type 𝑧𝑥(0, 𝑡) = 𝑧𝑥(𝑙, 𝑡) = 0 (3)

or homogenous Dirichlet BCs

Dirichlet-type 𝑧(0, 𝑡) = 𝑧(𝑙, 𝑡) = 0. (4)

The available measurements are the p-dimensional vector
𝑦 = [𝑦1 𝑦2...𝑦𝑝]

In particular we consider point-wise measurements along
the spatial domain hence

𝑦𝑘(𝑡) = 𝑧(𝑥𝑘𝑠 , 𝑡), 𝑘 = 1, ..., 𝑝 (5)

where 𝑥𝑘𝑠 is the location of the 𝑘-th measurement sen-
sor. The aim of this work is to provide the approximate
reconstruction of the state 𝑧(𝑥, 𝑡) and of the unknown
disturbance signal 𝑤(𝑡).

3. MODAL REPRESENTATION

By expanding the solution of the equation (1) in an infinite
series in terms of eigenfunctions (modal expansion) it is
possible to express the solution as

𝑧(𝑥, 𝑡) =

∞∑
𝑛=1

𝑞𝑛(𝑡)𝜙𝑛(𝑥) (6)

where 𝜙𝑛(𝑥) are the eigenfunctions corresponding to the
the boundary conditions (4) or (3) and 𝑞𝑛(𝑡) are appro-
priate functions to be determined. Substituting the modal
expansion for the solution 𝑧(𝑥, 𝑡) into the system we obtain
an infinite-dimensional system of ODE 𝑞𝑛(𝑡)

𝑞𝑛 = 𝜆𝑛𝑞𝑛 + 𝑓𝑛
𝑞 𝑤(𝑡), 𝑛 = 1, ...,∞.

𝑦𝑘 =
∞∑

𝑛=1

𝑞𝑛(𝑡)𝑐
𝑛
𝑘 , 𝑘 = 1, ..., 𝑝.

(7)

where 𝜆𝑛 are the eigenvalues and:

𝑞𝑛(0) =

∫ 𝑙

0
𝑧0(𝑥)𝜙𝑛(𝑥)𝑑𝑥∫ 𝑙

0
𝜙2
𝑛(𝑥)𝑑𝑥

, 𝑓𝑛
𝑞 =

∫ 𝑙

0
𝑓(𝑥)𝜙𝑛(𝑥)𝑑𝑥∫ 𝑙

0
𝜙2
𝑛(𝑥)𝑑𝑥

𝑐𝑛𝑘 =

∫ 𝑙

0

𝑠𝑘(𝑥)𝜙𝑛(𝑥)𝑑𝑥 = 𝜙𝑛(𝑥
𝑘
𝑠)

(8)

We consider a finite number𝑁 of modes, yielding the finite
dimensional approximation of (8):⎡

⎢⎣
𝑞1
...
𝑞𝑁

⎤
⎥⎦ =

⎡
⎢⎣
𝜆1 0 0

0
. . . 0

0 0 𝜆𝑁

⎤
⎥⎦
⎡
⎢⎣
𝑞1
...
𝑞𝑁

⎤
⎥⎦+

⎡
⎢⎣
𝑓1
𝑞
...
𝑓𝑁
𝑞

⎤
⎥⎦𝑤(𝑡) (9)

with the output equation⎡
⎢⎣
𝑦1
...
𝑦𝑝

⎤
⎥⎦ =

⎡
⎣ 𝑐11 ⋅ ⋅ ⋅ 𝑐𝑁1
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
𝑐1𝑝 ⋅ ⋅ ⋅ 𝑐𝑁𝑝

⎤
⎦
⎡
⎢⎣
𝑞1
...
𝑞𝑁

⎤
⎥⎦ (10)

Finally we can rewrite (9) and (10) in compact form:

𝑞 (𝑡) = Δ𝑞 (𝑡) + 𝐹𝑤 (𝑡)

𝑦 (𝑡) = 𝐶𝑞 (𝑡)
(11)

where 𝑞 = [𝑞1 𝑞2 ... 𝑞𝑁 ] and

Δ =

⎡
⎢⎣
𝜆1 0 0

0
. . . 0

0 0 𝜆𝑁

⎤
⎥⎦ , 𝐶 =

⎡
⎣ 𝑐11 ⋅ ⋅ ⋅ 𝑐𝑁1
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
𝑐1𝑝 ⋅ ⋅ ⋅ 𝑐𝑁𝑝

⎤
⎦ , 𝐹 =

⎡
⎢⎣
𝑓1
𝑞
...
𝑓𝑁
𝑞

⎤
⎥⎦
(12)

4. STRONG OBSERVABILITY AND UIO DESIGN
FOR LINEAR SYSTEMS WITH UNKNOWN INPUT

Consider the linear finite-dimensional system (11) ob-
tained from the modal decomposition

𝑞 = Δ𝑞 + 𝐹𝑤(𝑡)

𝑦 = 𝐶𝑞
(13)

where 𝑞 ∈ ℝ
𝑁 and 𝑦 ∈ ℝ

𝑝 are the state and output
variables, 𝑤(𝑡) ∈ ℝ

𝑚 is an unknown input term, and
Δ, 𝐹, 𝐶 are known constant matrices. Let us make the
following assumptions:

A1. The matrix triplet (Δ, 𝐹, 𝐶) is strongly observable
A2. 𝑟𝑎𝑛𝑘 (𝐶𝐹 ) = 𝑟𝑎𝑛𝑘 𝐹 = 𝑚.

The notion of strong observability has been introduced
more than thirty years ago (Molinari, 1976), (Hautus,
1983) and (Kratz, 2005) in the framework of the unknown-
input observers theory. Recently it has been exploited to
design robust observers based on the high-order sliding
mode approach (Bejarano, 2007). It has been shown in
(Molinari, 1976) that the following statements 𝑆1 and 𝑆2

are equivalent

𝑆1. The triple (Δ, 𝐹, 𝐶) is strongly observable.
𝑆2. The triple (Δ, 𝐹, 𝐶) has no invariant zeros.

If conditions A1 and A2 are satisfied then it can be system-
atically found a state coordinates transformation together
with an output coordinates change which decouple the
unknown input 𝑤(𝑡) from a certain subsystem in the new
coordinates. Such a transformation is outlined below.
For the generic matrix 𝐽 ∈ ℝ

𝑛𝑟×𝑛𝑐 with 𝑟𝑎𝑛𝑘𝐽 = 𝑟, we
define 𝐽⊥ ∈ ℝ

𝑛𝑟−𝑟×𝑛𝑟 as a matrix such that 𝐽⊥𝐽 = 0 and
𝑟𝑎𝑛𝑘𝐽⊥ = 𝑛𝑟 − 𝑟. Matrix 𝐽⊥ always exists and, further-
more, it is not unique 1 . Let Γ+ = [Γ𝑇Γ]−1Γ𝑇 denote the
left pseudo-inverse of Γ and let Γ† = Γ𝑇 [ΓΓ𝑇 ]−1 denote
the right pseudo-inverse of Γ. It is such that Γ+Γ = 𝐼𝑛𝑐

and ΓΓ† = 𝐼𝑛𝑐
, with 𝐼𝑛𝑐

being the identity matrix of order
𝑛𝑐. Consider the following transformation matrices 𝑇 and
𝑈 :

𝑇 =

[
𝐹⊥

(𝐶𝐹 )
+
𝐶

]
=

[
𝑇1
𝑇2

]
(14)

1 A Matlab instruction for computing 𝑀𝑏 = 𝑀⊥ for a generic
matrix 𝑀 is Mb = null(M′)′
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𝑈 =

[
(𝐶𝐹 )

⊥

(𝐶𝐹 )
+

]
=

[
𝑈1

𝑈2

]
(15)

and the transformed state and output vectors

𝑞 = 𝑇𝑞, 𝑦 = 𝑈𝑦 (16)

Consider the following partitions of vectors 𝑞 and 𝑦

𝑞 =

[
𝑇1𝑞
𝑇2𝑞

]
=

[
𝑞1
𝑞2

]
, 𝑞1 ∈ 𝑅𝑛−𝑚 𝑞2 ∈ 𝑅𝑚 (17)

𝑦 =

[
𝑈1𝑦
𝑈2𝑦

]
=

[
𝑦1
𝑦2

]
, 𝑦1 ∈ 𝑅𝑝−𝑚 𝑦2 ∈ 𝑅𝑚 (18)

The inverse transformation matrices 𝑇−1 and 𝑈−1 take
the following form

𝑇−1 =
[(
𝐼 − 𝐹 (𝐶𝐹 )

+
𝐶
) (

𝐹⊥
)†
𝐹
]
=

[
𝑇1𝐹

]
(19)

𝑈−1 =

[[
𝐼 − (𝐶𝐹 ) (𝐶𝐹 )

+
] [

(𝐶𝐹 )
⊥
]+

(𝐶𝐹 )

]
(20)

The partitioned transformed vectors take the form

𝑞1 = 𝐹⊥𝑞, 𝑞2 = (𝐶𝐹 )
+
𝐶𝑞,

𝑦1 = (𝐶𝐹 )
⊥
𝑦, 𝑦2 = (𝐶𝐹 )

+
𝑦

(21)

After simple algebraic manipulations the transformed
system in the new coordinates is given by:

˙̄𝑞1 = Δ̄11𝑞1 + Δ̄12𝑞2
˙̄𝑞2 = Δ̄21𝑞1 + Δ̄22𝑞2 + 𝑤(𝑡)
𝑦1 = 𝐶1𝑞1
𝑦2 = 𝑞2

(22)

with the matrices Δ̄11, ..., Δ̄22 such that[
Δ̄11 Δ̄12

Δ̄21 Δ̄22

]
= 𝑇Δ𝑇−1 (23)

and

𝐶1 = (𝐶𝐹 )
⊥
𝐶𝑇1 (24)

It turns out that the triple (Δ, 𝐶, 𝐹 ) is strongly observ-
able if, and only if, the pair (Δ̄11, 𝐶1) is observable
(Molinari, 1976), (Hautus, 1983). In light of the Assump-
tion A1, this property, that can be also understood in
terms of a simplified algebraic test to check the strong
detectability of a matrix triple, opens the way to design
stable observers for the state of the transformed dynamics
(22). The peculiarity of the transformed system (22) is that
𝑞2 constitutes a part of the transformed output vector 𝑦.
Hence, the observation of the state of systems (22)
can be accomplished by estimating 𝑞1 only, whose
dynamics is not affected by the unknown input vector. The
observability of the (Δ̄11, 𝐶1) permits the implementation
of the following Luenberger observer for the 𝑞1 subsystem
of (22):

˙̄̂𝑞1 = Δ̄11 ˆ̄𝑞1 + Δ̄12𝑦2 + 𝐿(𝑦1 − 𝐶1 ˆ̄𝑞1) (25)

which gives rise to the error dynamics

�̇�1 = (Δ̄11 − 𝐿𝐶1)𝑒1, 𝑒1 = ˆ̄𝑞1 − 𝑞1 (26)

whose eigenvalues can be arbitrarily located by a proper
selection of the matrix 𝐿. Therefore, with properly chosen
𝐿 we have that

ˆ̄𝑞1 → 𝑞1 𝑎𝑠 𝑡→∞ (27)

which implies that the overall system state can be recon-
structed by the following relationships

𝑞 = 𝑇−1

[
ˆ̄𝑞1
𝑦2

]
(28)

Note that the convergence of ˆ̄𝑞1 to 𝑞1 is exponential and
can be made as fast as desired.

5. RECONSTRUCTION OF THE UNKNOWN INPUT

A disturbance estimator can be designed which gives an
exponentially converging estimate of the unknown input.
Consider the following estimator dynamics

˙̄̂𝑞2 = Δ̄21 ˆ̄𝑞1 + Δ̄22𝑦2 + 𝑣(𝑡) (29)

with the estimator injection input 𝑣(𝑡) yet to be specified.
The next assumption is fulfilled:
A3. It can be found a constant 𝑤𝑑 such that: ∣�̇�(𝑡)∣ ≤ 𝑤𝑑.

Define

𝜎(𝑡) = ˆ̄𝑞2 − 𝑞2 (30)

The time derivative of 𝜎(𝑡) is

�̇� = ˙̄̂𝑞2 − ˙̄𝑞2 = Δ̄21𝑒1(𝑡) + 𝑣(𝑡)− 𝑤(𝑡) (31)

Define the output injection 𝑣(𝑡) as follows

𝑣(𝑡) = 𝑘1 ∣𝜎∣
1

2 sign𝜎 − 𝑘2𝜎 + 𝛼(𝑡)

�̇�(𝑡) = −𝑘3 sign𝜎 − 𝑘4𝜎
(32)

Algorithm (32) implements the Second Order Sliding
Mode Controller (2-SMC) called ”Super-Twisting”. The
main reason why we used a (2-SMC) algorithm is that
guarantees a continuous estimate of the output injection
𝑣(𝑡) without the aid of filters. Considering (31) into (32)
yields:

�̇� = Δ̄21𝑒1(𝑡)− 𝑤(𝑡)− 𝑘1 ∣𝜎∣
1

2 sign𝜎 − 𝑘2𝜎 + 𝛼(𝑡) (33)

To simplify the notation define

Γ(𝑡) = Δ̄21𝑒1(𝑡) + 𝛼(𝑡)− 𝑤(𝑡) (34)

The derivative of Γ(𝑡) is

Γ̇ = Δ̄21�̇�1 + �̇�− �̇� = 𝜓 − 𝑘3 sign𝜎 − 𝑘4𝜎 (35)
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where

𝜓 = Δ̄21�̇�1 − �̇� = Δ̄21(Δ̄11 − 𝐿𝐶1)𝑒1 − �̇� (36)

The error dynamics in 𝜎 − Γ coordinates is:

�̇� = Γ− 𝑘1 ∣𝜎∣
1

2 sign𝜎 − 𝑘2𝜎

Γ̇ = 𝜓 − 𝑘3 sign𝜎 − 𝑘4𝜎
(37)

Let the tuning parameters be chosen according to the next
inequalities

𝑘1, 𝑘3 > 0; 𝑘2, 𝑘4 ≥ 0; 𝑚𝑖𝑛

{
𝑘1
2
,
𝑘1𝑘3
1 + 𝑘1

, 𝑘3

}
> 𝑀 (38)

where M is any constant such that

𝑀 ≥ 𝑤𝑑 + 𝜌2, 𝜌 ∕= 0. (39)

Considering (37)-(39), the condition 𝑒1(𝑡) → 0, derived
from (27), guarantees that the next condition (40) holds
starting from a finite time instant 𝑇 .

∣𝜓∣ ≤𝑀, 𝑡 ≥ 𝑇 . (40)

The stability of (37) can be demonstrated by means of the
Lyapunov function (Moreno, 2008)

𝑉 (𝜎,Γ) = 2𝑘3∣𝜎∣+ 𝑘4𝜎
2 +

1

2
Γ2 +

1

2
𝑠2(𝜎,Γ) (41)

where

𝑠(𝜎,Γ) = Γ− 𝑘1∣𝜎∣
1

2 sign𝜎 (42)

Differentiating the Lyapunov function (41) along the tra-
jectory of the system (37) gives

�̇� ≤ −∣𝜎∣− 1

2𝑊 (𝜎, 𝑠) (43)

where

𝑊 (𝜎, 𝑠) = [𝑘2𝑠
2∣𝜎∣ 12 + (

𝑘1
2
−𝑀)𝑠2 + 𝑘1𝑘2]+

+ (𝑘2𝑘3 −𝑀𝑘2)∣𝜎∣
3

2 + (𝑘1𝑘3 −𝑀(1− 𝑘1))∣𝜎∣+
+ 𝑘2𝑘4∣𝜎∣

5

2 ≥ 𝛾𝑉 (𝜎,Γ)

(44)

for some 𝛾 > 0 and for all 𝜎, Γ, 𝑠 ∈ ℝ. By taking advantage
of (27) it can be easily shown (see (Moreno, 2008)) that
∣𝑣(𝑡) − 𝑤(𝑡)∣ → 0 as 𝑡 → ∞. Then, under the conditions
(38), the estimator (29), (37) allows one to reconstruct the
unknown input 𝑤(𝑡) acting on the original system (13).

6. NUMERICAL EXAMPLE

Consider the perturbed heat equation.

𝑧𝑡 = 0.5𝑧𝑥𝑥 + 𝑓(𝑥)𝑤(𝑡) (45)

with homogeneous Dirichlet BCs (4) where 𝑓(𝑥) = 2 +
6 sin(4𝜋𝑥) and 𝑤(𝑡) = 2(10 + 𝑠𝑖𝑛(4𝑡)). The initial condi-
tions are set to 𝑧0(𝑥) = 𝑠𝑖𝑛(𝜋𝑥) and the location of the

Fig. 1. TEST 1: actual state 𝑧(𝑥, 𝑡).

two sensors are: 𝑥1𝑐 = 0.1 and 𝑥2𝑐 = 0.7. The corresponding
eigenvalues and eigenfunctions are

𝜆𝑛 = −0.5𝑛
2

𝜋2
, 𝜙𝑛(𝑥) = 𝑠𝑖𝑛(𝑛𝜋𝑥), 𝑛 = 1, ...,∞. (46)

To generate the measurements and the “true” states accu-
rately, the equation (45) has been simulated using 𝑁 = 50
modes. Figure 1 shows the actual state evolution.

In TEST 1 the UIO and the disturbance estimator are
implemented with 𝑁 = 5 modes. The next matrices are
obtained for the original system (16):

Δ =

⎡
⎢⎢⎢⎣
−4.934 0 0 0 0

0 −19.739 0 0 0
0 0 −44.413 0 0
0 0 0 −78.956 0
0 0 0 0 −123.370

⎤
⎥⎥⎥⎦

𝐹 =

⎡
⎢⎢⎢⎣
2.546
0

0.888
6

0.509

⎤
⎥⎥⎥⎦ , 𝐶 =

[
0.338 0.637 0.860 0.982 0.987
0.827 −0.929 0.218 0.684 −0.987

]

(47)

The transformation matrices (14), (15) are

𝑈 =

[
−0.737 1
0.081 0.059

]

𝑇 =

⎡
⎢⎢⎢⎣

0 1 0 0 0
−0.333 0 1 0 0
−2.356 0 0 1 0
−0.200 0 0 0 1
0.076 −0.003 0.082 0.120 0.021

⎤
⎥⎥⎥⎦

(48)

and the transformed system (22) is characterized by the
following matrices
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Fig. 2. Observation error 𝐸(𝑥, 𝑡) for N=5 (TEST 1).

Δ̄11 =

⎡
⎢⎣
−19.739 0 0 0
−0.132 −41.638 4.039 0.703
−1.750 36.772 −25.424 9.318
−0.237 4.994 7.270 −122.104

⎤
⎥⎦

Δ̄12 =

⎡
⎢⎣

0
−33.510
−444.132
−60.318

⎤
⎥⎦

Δ̄21 = [−0.168 1.498 −1.982 −1.276]
Δ̄22 = −62.507
𝐶1 = [−1.400 −0.417 −0.040 −1.716]

(49)

It can be checked that Δ̄11 and 𝐶1 is an observable pair
which confirms that the conditions A1 and A2 hold, system
(13) and (22) is strongly observable and hence we can
implement the Luenberger observer (25) with the following
L matrix

𝐿 =

⎡
⎢⎣

1834
−1955
−10639
−836

⎤
⎥⎦ (50)

which assign all eigenvalues of the error matrix [Δ̄11−𝐿𝐶1]
the same value: −80. The variable ˆ̄q1 generated by the
Luenberger observer is used to implement the disturbance
estimator (29) and the estimator control signal 𝑣(𝑡) is ob-
tained by setting the super-twisting gains (37) as follows:
𝑘1 = 44, 𝑘2 = 0, 𝑘3 = 10, 𝑘4 = 0.
Fig.2 shows the spatio-temporal profile of the state esti-
mation error 𝐸(𝑥, 𝑡) = 𝑧(𝑥, 𝑡)− 𝑧(𝑥, 𝑡) where

𝑧(𝑥, 𝑡) =
5∑

𝑛=1

𝑞𝑛(𝑡)𝜙𝑛(𝑥)

while Fig.3 depicts the corresponding 𝐿2 error norm. Fig.4
show the actual and estimated profile of the disturbance
𝑤(𝑡) which confirms the good performance of the suggested
estimator. In TEST 2 the observer is built considering
𝑁 = 20 modes. The actual and estimated profiles of the
disturbance are shown in Fig.5. The final test (TEST 3)
considers homogeneous Neumann BCs (3) instead of (4)
and an observer implemented with 𝑁 = 5 modes. Fig.6,
Fig.7 and Fig.8 show the corresponding results.

Fig. 3. The 𝐿2 norm of the observation error ∣∣𝐸(⋅, 𝑡)∣∣2 for
N=5 (TEST 1).

Fig. 4. Unknown disturbance reconstruction for N=5
(TEST 1).

Fig. 5. Unknown disturbance reconstruction for N=20
(TEST 2).
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Fig. 6. Actual state in the TEST 3 (Neumann BCs).

Fig. 7. The 𝐿2 norm of the observation error ∣∣𝐸(⋅, 𝑡)∣∣2 in
TEST 3.

Fig. 8. Unknown disturbance reconstruction in TEST 3.

7. CONCLUSIONS AND FUTURE WORK

In this work an approach to approximate state obser-
vation and unknown input reconstruction for a class of
distributed parameter system is proposed. By means of a
simulation example, it is checked that both the modal and
finite-difference approximations of the diffusion equation
solution fulfills the property of strong observability when
two point-wise measurements are located in the solution
spatial domain. Next investigations will be devoted to
better analyze the properties of the suggested scheme and
to extend the present analysis to more general classes of
PDEs.
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Abstract: This paper deals with the problem of fault tolerant sensor network design. New criterion based 
algorithm is proposed to provide a fault tolerant architecture. The proposed criterion is based on the 
number of admissible losses situations which guarantees some robustness for operating safety. An 
oriented graph is used to compute this criterion with respect to some given properties. Some relations 
with strong and weak redundancy degrees are given for computing them together in order to propose 
multi-criteria based algorithm design. The proposed algorithm will be illustrated with an academic 
example. 

Keywords: Fault tolerance, sensor network design, observability  

1. INTRODUCTION 

Interest for more reliable and safety systems is growing as 
control systems become increasingly complex and encounter 
various unexpected component failures. Indeed, fault-tolerant 
control takes into account, at the early design stage, 
unexpected system failures. For this reason, the ability of a 
system (sensors, actuators, components) to tolerate a fault 
must be taken from designing. Such a problem is called 
sensor or actuator network design or selection.  

The sensor network design problem for steady state has been 
addressed in the past using different approaches. Ali and 
Narasimhan proposed to maximize reliability, which is based 
on sensor failure probability, observability of variables as 
well as redundancy. They introduced the concept of 
reliability of estimation of a variable (Ali and Narasimhan, 
1995), where the concept was lately extended to redundant 
networks (Ali and Narasimhan, 1993). Their algorithm uses 
graph theory to build networks with a specific number of 
sensors and maximum system reliability. 
A minimum cost model for the design of reliable sensor 
networks was presented in  (Bagajewicz and Sànchez, 2000) 
where the connection between the models based on reliability 
goals and the minimum cost model subject to reliability 
constraints were explored. 

Optimization formulation incorporating various constraints 
on the sensor network design problem as well utilizing 
quantitative information such as fault occurrence and sensor 
failure probabilities, and constraints for sensor location were 
presented in  (Bhushan and Rengaswamy, 2000a) and  
(Bhushan and Rengaswamy, 2000b). In (Bhushan, 
Narasimhan and Rengaswamy, 2008) a formulation for 
incorporating robustness to the uncertain fault occurrence and 
sensor failure probability data is presented. 

The problem of sensor location to ensure observability of 
dynamic systems has been addressed for linear time invariant  
systems, and extended to bilinear (Ragot, Maquin and Bloch, 
1992). Optimal sensor location for parameters estimation has 
been considered (Firdaus and Udwadia, 1994). 
Turbatte et al (Turbatte et al., 1991) have proposed a concept 
of system reliability that gives the probability for all variables 
to be observable when sensors are likely to fail, and have 
introduced redundancy degrees as robustness measures for 
the observability property. Further contributions have been 
given in (Luong et al., 1994), where two notions have been 
defined, namely the “principal redundancy of degree k” and 
the “weak redundancy degree”. 

In (Chamseddine, Noura and Raharijaona, 2007), the work of 
Staroswiecki (Staroswiecki, Hoblos and Aïtouche, 2004) is 
extended to non linear large scale complex systems. The 
complex system is decomposed into interconnected 
subsystems. The decomposition enables the use of reduced 
order observers for subsystems. This simplifies observers 
design and reduces the calculation requirement. For each 
subsystem, the minimum set of sensors allowing its 
observability is determined while taking into consideration its 
interconnection with other subsystems. A method to design a 
minimal cost sensor network ensuring the observability of 
complex systems consisted of interconnected subsystems is 
proposed (Chamsedine et al., 2008). 

Recently, Sircoulomb et al. proposed in (Sircoulomb et al., 
2007) a sensor redundancy elaboration method in systems 
with physical and costs constraints. The method allows 
making redundant a sensor relatively to estimation quality 
degradation.  

This paper is organized as follows. Section 2 introduces 
the definition of the new criterion proposed and presents the 
observability graph used for iterative computation. Some 
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relations with strong and weak redundancy degrees are also 
introduced. In section 3, two proposed sensor network design 
algorithms are described for simple and multi criterion 
respectively.  Finally, an illustrative example is provided in 
section 4. 

2. FAULT TOLERANCE ANALYSIS AND NEW 
CRITERION FORMULATION 

Consider the discrete deterministic LTI system: 



�


�

�

=

=

+=+

)()(

)()(

)()()1(

kHxkz

kCxky

kBukAxkx

  (0)

where x ∈  Rn is the state vector, u ∈Rm is the control input, y 
∈Rp is the measurement vector, and z ∈  Rq is the vector 
which is to be estimated ( q < n ). A, B, C and H are matrices 
of suitable dimensions. Obviously, the classical observability 
problem corresponds to the particular setting H = I. 

If I is the whole sensor set, the sensor subsets of I can be 
organized in a subset lattice, where two levels are given in 
figure 1 (Staroswiecki, Hoblos and Aïtouche, December, 
1999). 

  
Level 
k+1

Jk+1, i-1 Jk+1, i Jk+1, i+1

Jk, i-1 Jk, i Jk, i+1Level k

Fig. 1. Lattice of sensors subsets 

� a node is a subset of I, 

� an edge is an oriented link between a node at level k
(subsets containing k sensors) and a node at level k+1. 

� A grey node is a node which keeps the functional state z
observable. The observability test of each subset J, 
included in I, for estimating z, is:  

[ ])(
)(

JOBSrank
JOBS

H
rank =

�
�
�

�

�
�
�

� (0)

where OBS(J) is the observability matrix constituted with the 
sensor subset J. 

2.1 Assumption   

A sensor loss situation is said to be admissible if it leads to an 
observable sensor subset. This supposes that the sensor 
subset before sensor losing is grey. 

2.2 Criterion formulation 

Based on assumption 1, for each sensor subset J in the 
graph, an indicator Ii,J can be associated to any belonged 
sensor i. This indicator gives the number of admissible losses 
situations concerning this sensor. Obviously, this indicator 

depends on the level and the sensor subset where the sensor is 
localized. Indeed, for a level, a sensor can have indictors with 
different values w.r.t. to sensor subset in which the sensor is 
belonged. 

The robustness of the observability property can be 
measured using the proposed sensors indicators. The more 
the sensor indicator is high the more the observability 
robustness is better.  

2.3 Example 

Let I be a sensor set of 3 sensors a, b and c. The 
corresponding graph is given in figure 2. 

a b c Level 1 

Level 2 bc ac ab

Level 3 abc

Level 0 φ

Fig. 2. Graph of 3 sensors set 

There are only two sensors subsets {b} and {c} where the 
system is not observable. Then, all indicators are s. t.: 
- In level 1: Ia/{a}=0, Ib/{b}=0 and Ic/{c}=0 
- In level 2: Ib/{a,b}=1, Ia/{a,b}=0, Ic/{a,c}=1, Ia/{a,c}=0,         Ib/{b,c}=
Ic/{b,c}=0 
- In level 3: Ia/{a,b,c}=1, Ib/{a,b,c} = Ic/{a,b,c}=2 

2.4 Properties 

Property 1:  

The sensors indicators associated with white or terminal 
nodes are equal to zero. A terminal node is a node 
where all successors are white. 

Property 2: 
A node is grey if there is at least a sensor indicator 
different of zero. 

2.5 Relations with strong and weak redundancy degrees 
First of all, definitions of strong and weak redundancy 

degrees are reminded: 

Weak Redundancy Degree of J: Weak redundancy degree of 
J is defined as the maximal number of sensors of J which 
may be lost while continuing to estimate z. 

Strong Redundancy Degree of J: Strong redundancy degree 
of J is defined as the maximal number of indifferentiate 
sensors of J that may be lost while continuing to estimate z. 

Property 3: 
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For a node J, if { }1,0   ,)(min , ∈= llI Jjj
, then the strong 

redundancy degree of J is equal to l. Obviously, if 
2)(min , ≥Jjj

I , then the strong redundancy degree of J

is � 1. 

Property 4: 
For a node J, if { }2,1,0   ,)(max , ∈= llI Jj

j
, then the 

weak redundancy degree of J is equal to l. 

3. SENSOR NETWORK DESIGN ALGORITHMS

In this paragraph, the objective consists in designing a sensor 
network that ensures system’s observability by guarantying a 
certain desired threshold ld of sensors indicators defined 
previously. The problem can be reduced to choose a subset J
s.t.:  

dJjj
lI =)(min , (3)

This desired threshold guarantees that first sensors losses 
does not lead to the loss of observability property. 

The proposed algorithm is based on the observability graph 
by: 

� testing system’s observability for a number of sensor sets 
where observability test is simple for linear systems and 
for relatively small scale nonlinear systems, 

� and computing of the new proposed criterion. 

The next three properties will be necessary to simplify 
computing. 

Property 5: 

If a node J is grey, for all predecessor nodes of J, all 
sensors indicators, except those belonged to J, are 
incremented of 1. 

Property 6: 

If a node J is white, for all predecessor nodes of J, all 
sensors indicators keep their values. 

Then, the algorithm can be done as follows in three main 
steps: 

3.1 Algorithm 1 

Step INI 

• All sensor indicators of all nodes are equal to zero. 
Particularly, sensor indicators in level 1 are always 
equel to zero (property 1). 

Step level (k: 1� p ) 

• For each node, if at least one sensor indicator is 
different of zero then the node is grey, else 
observability test is necessary for marking 
(property 2). 

• If a node is grey all sensors indicators for all 
predecessor nodes are incremented (property 5). 

• If a node is white all sensors indicators for all 
predecessor nodes keep their values (property 6). 

Stop condition 

•  Desired sensors indicators ld reached 
•  or top level reached 

This algorithm can be extended from simple criterion
concerning sensors indicators to couple criteria by combining 
with weak and strong redundancy degrees. This leads to the 
next algorithm.  

3.2 Algorithm 2 

Step INI 
• All sensor indicators of all nodes are equal to zero 

(property 1) 
• Strong and weak redundancy degree are equal to 

zero (property 3) 

Step level (k: 1� p) 
• For each node, if at least one sensor indicator is 

different of zero then the node is grey, else 
observability test is necessary for marking. (property 
2) 

• If a node is grey all sensors indicators for all 
predecessor nodes are incremented (property 5). 

• If a node is white all sensors indicators for all 
predecessor nodes keep their values (property 6). 

• Compute strong and weak redundancy degrees of 
each node by applying properties 3 and 4. Other 
properties can be necessary to compute these 
redundancy degrees (Staroswiecki, Hoblos and 
Aïtouche, 2004).  

Stop condition 

• Desired criteria, concerning sensors indicators and 
strong and/or weak redundancy degrees, reached 

• or top level reached 

4. APPLICATION EXAMPLE

To illustrate the sensor network design algorithm, a LTI
system with 7 states and 4 possible sensors is used 
(Staroswiecki, Hoblos and Aïtouche, December, 1999),  
(Hoblos, Staroswiecki and Aïtouche, 2000). The Jordan I 
given by:  
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1 0 0 0 0 0 0
0 0.5 0 0 0 0 0

1 1 1 1 0 0 0
0 0 3 0 0 0 0

0 0 0 0 1 1 1
,  0 0 0 4 0 0 0

1 1 0 0 0 0 1
0 0 0 0 2 0 0

0 1 1 1 1 1 0
0 0 0 0 0 1.5 0
0 0 0 0 0 0 2.5

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0

A C

H
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� ��  
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From the definition of matrix H, only a part of the states, 
namely z=[x1, x2, x3, x4] has to be estimated.  

The objective is to find a sensor subset J s.t.: 1)(min , =Jjj
I . 

Let us give in details the execution of the proposed algorithm. 

Step INI 
All sensor indicators of all nodes are equal to zero (Table 1). 

Table 1
Level 1 Level 2 Level 3 Level 4 
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0
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I
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Step level (1) 

All sensors indicators (Table 1) are equal to zero so 
observability test is necessary for coloring (figure 3), 
(property 2). Then, only node {a} is grey.  
Predecessors of {a} are {a,d}, {a,b}, {a,c}, {a,c,d}, {a,b,d}, 
{a,b,c} and {a,b,c,d}, then, Id/{a,d}, Ib/{a,b}, Ic/{a,c}, Ic/{a,c,d},
Id/{a,c,d}, Ib/{a,b,d}, Id/{a,b,d}, Ib/{a,b,c, Ic/{a,b,c}} and Ia/{a,b,c,d} are 
incremented. 

Level 4 �����

Level 3 ���� ���� ���� ����

��� ��� ��� ��� ��� ���Level 2 

�� �� �� ��Level 1

φ
Level 0 

F
Fig.3. node {a} 

Table 2 contains the computation results for level 1. 
Table 2 

Level 1 Level 2 Level 3 Level 4 
0
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Step level (2) 
{a,d}, {a,b} and {a,c} are grey (property 2). 
For each node where all sensor indicators are equal to zero 
observability test is necessary for coloring. Then, only {c,d} 
is grey. For {c,d}, predecessors are {b,c,d}, {a,c,d} and 
{a,b,c,d}, (figure 4). 

Level 4 �����

Level 3 ���� ���� ���� ����

��� ��� ��� ��� ��� ���Level 2 

Fig.4. node {c,d} 
And then all corresponding sensors indicators are 
incremented. 
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For {a,d}, predecessors are {a,c,d}, {a,b,d} and {a,b,c,d}, 

Level 4 �����

Level 3 ���� ���� ���� ����

��� ��� ��� ��� ��� ���Level 2 

Fig.5. node {a,d} 

All corresponding sensors indicators are incremented. 

For {a,b}, predecessors are {a,b,d}, {a,b,c} and {a,b,c,d},  

Level 4 �����

Level 3 ���� ���� ���� ����

��� ��� ��� ��� ��� ���Level 2 

Fig.6. node {a,b} 

Id/{a,b,d}, Ic/{a,b,c},  Ic/{a,b,c,d} and Id/{a,b,c,d} are incremented. 

For {a,c}, predecessors are {a,c,d}, {a,b,c} and {a,b,c,d},  

Level 4 �����

Level 3 ���� ���� ���� ����

��� ��� ��� ��� ��� ���Level 2 

Fig.7. node {a,c} 

Id/{a,c,d}, Ib/{a,b,c}, Ib/{a,b,c,d} and Id/{a,b,c,d} are incremented. 

Table 3 present the sensors indicators once all nodes in level 
3 were tested. 

Table 3 
Level 1 Level 2 Level 3 Level 4 
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Step level (3) 

Level 4 �����

Level 3 ���� ���� ���� ����

Fig.8. Step level (3)

In level 3, all nodes are grey (property 2). Ia/{a,b,c,d}, Ib/{a,b,c,d}, 
Ic/{a,b,c,d} and Id/{a,b,c,d}  are incremented. 

Final resulting indicators are presented in table 4. 
Table 4 
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The algorithm execution can be stopped at level 3 where the 
desired threshold ld = 1 is reached. 

4. CONCLUSION

A new criterion based algorithm for fault tolerant sensor 
network design has been developed in this paper. The 
objective is to guarantee the observability properties and to 
optimize the sensor network design. The sensor indicator is 
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used as a selective criterion to choose the appropriate subset 
which gives an acceptable estimation situation of the system. 
It was showed that this criterion can be combined with strong 
and weak redundancy degrees for multi-criteria sensor 
network design. 

In the field of sustainable energy, these results will be 
explored for designing of a benchmark for the monitoring 
and supervision of systems with multi source of renewable 
energy. 
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Universitá Politecnica delle Marche, via Brecce Bianche, 60131 Ancona
Email: frank f@hotmail.it, {a.giantomassi, gianluca.ippoliti,

sauro.longhi}@univpm.it.

Abstract: In high competition for reducing costs, the maintenance of the production plants
has a key role. Machine fault detection and diagnosis can decrease the costs of maintenance
by minimizing the loss of production due to machine breakdown. In this paper, Multi-Scale
Principal Component Analysis (MSPCA) is used for fault detection and diagnosis. MSPCA
simultaneously extracts both, cross correlation across the sensors (PCA approach) and auto-
correlation within a sensor (Wavelet approach). The advantage of MSPCA is also demonstrated
on a laboratory-scale experimental system, by means of vibration measurements.

Keywords: Fault detection, Fault diagnosis, Vibration measurements, Data acquisition,
Electrical machines, Signal analisys.

1. INTRODUCTION

In the field of operation efficiency, the monitoring activity
of rotating electrical machines for fault detection and diag-
nosis is depth investigated (Bagheri et al., 2007; Taniguchi
et al., 1999; Benloucif and Balaska, 2006; Verucchi and
Acosta, 2008; Tavner, 2008). Vibration analysis is widely
accepted as a tool to detect faults of a machine as it is non-
destructive, reliable and it permits continuous monitoring
without stopping the machine (Liu et al., 2009; Wan et al.,
2002; Bellini et al., 2008; Wu et al., 2009; Gani and Salami,
2002; Ciandrini et al., 2010). In particular analyzing the
vibration power spectrum it is possible to detect different
fault that can be arise in rotating machines. Most common
defects in these machines are unbalance and misalignment.
Unbalance generates a radial component at the rotation
frequency. Misalignment generates a radial component at
double of rotating frequency and an axial component at
rotation frequency. Moreover components of the spectrum
over the rotation frequency are due to bearings, events that
occur many times per round, signal distortion, mechanical
non linearities (i.e. backlash). Often, a fault arising in a
rotating machine increases the vibration amplitude associ-
ated with the fault. For instance, if a fault occurs in gears,
the vibration amplitude of a whole family of sidebands
increases in a specific region of its frequency spectrum,
while a ball-bearing fault is characterized by an increment
in the amplitude of a family of harmonics.

In traditional Machine Vibration Signature Analysis (MVSA),
the Fourier transform is used to determine the vibration
spectrum (Lachouri et al., 2008), and the signature at
different frequencies are identified and compared with ini-
tial measurement to detects faults in the machine. The
short coming of this approach is that the Fourier analysis

is limited to stationary signals while vibrations are not
stationary by nature.

The Multi-Scale Principal Component Analysis (MSPCA)
proposed by Bakshi (Bakshi, 1998) deals with processes
that operate at different scales, and have contributions
from:

• events occurring at different localizations in time and
frequency;

• stochastic processes whose energy or power spectrum
changes with time and/or frequency;

• variables measured at different sampling rate or con-
taining missing data.

Thus, a MSPCA formulation, in which contributions from
events occurring at different scales are captured by Princi-
pal Component Analysis (PCA) models at the correspond-
ing scale, seems to be appropriated for extracting informa-
tion from vibration data. Moreover wavelets, with their
time-frequency localization and multi-resolution property,
can be used as a useful framework for multi-scale repre-
sentation of data (Manish et al., 2002).

The primary motivation for jointly using PCA and
Wavelet Transform comes from the idea that, in PCA, the
correlation among sensors is used to transform the mul-
tivariate space into a subspace which preserves maximum
variance of the original space. However, PCA fails to make
use of correlation within the sensor along the time line. In
other words, it does not utilize the information pertaining
to the frequency or scale characteristics of the individual
sensors. Wavelets, on the other hand, capture correlation
within a sensor whereas PCA correlates across sensors
(Manish et al., 2002). Thus, wavelets and PCA based
analysis of multivariate data represent two extremes, one,
making use of only the signal trend, and the other, using
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only correlation. The Multi Scale PCA (MSPCA) is a
way to combine these two techniques, to extract maximum
information from multivariate sensor data.

In the present paper vibration analysis of rotating elec-
trical machines is considered. MSPCA is applied for fault
detection and diagnosis: once a fault is detect a multi-
scale fault identification is performed, and the recursive
version of MSPCA is used because it is able to detect and
identify faults on-line. The paper is organized as follows. In
Section 2 and 3 Principal component analysis and Wavelet
Transform are briefly introduced respectively. In section 4
the fault detection and diagnosis procedure is discussed.
The test bench used is described in Section 5. Results on
experimental tests are reported in Section 6. The paper
ends with comments on the performance of the proposed
diagnostic methods.

2. PRINCIPAL COMPONENT ANALYSIS

By projecting data into a lower-dimensional space that
accurately characterizes the state of the process, dimen-
sionality reduction techniques can greatly simplify and im-
prove process monitoring procedures. PCA is a dimension-
ality reduction technique. It produces a lower-dimensional
representation in a way that preserves the correlation
structure between the process variables, and it can capture
the variability in the data.

In PCA, the correlation among sensors is used to transform
the multivariate space into a subspace which preserves
maximum variance of the original space in minimum
number of dimensions. In other words, PCA rotates the
original coordinate system along the direction of maximum
variance.

Consider a data matrix X ∈ Rn×m consisting of n sample
rows and m variable columns that are normalized to zero
mean and unit variance. The matrixX can be decomposed
into a score matrix T and a loading matrix P whose
columns are the right singular vectors of X as follows:

X = TP T + X̃ = TP T + T̃ P̃ T (1)

where X̃ = T̃ P̃ T is the residual matrix (Manish et al.,
2002). Once a PCA model is built and a new data sample
x is to be tested for fault detection, it is first scaled and
then decomposed as follows:

x = x̂+ x̃ (2)

where,

x̂ = PP Tx ∈ Sp (3)

is the projection on the Principal Component Subspace
(PCS), Sp, and

x̃ = (I − PP T )x ∈ Sr (4)

is the projection on the Residual Subspace (RS), Sr
(Manish et al., 2002).

For fault detection in the new sample x, a deviation in x
from the normal correlation could change the projections
onto the subspaces, either Sp or Sr. Consequently, the
magnitude of either x̃ or x̂ could increase over the values
obtained with normal data.

The Square Prediction Error (SPE), also known as Q, is a
statistic that measures lack of fit of a model to data. The
SPE statistic indicates the difference, or residual, between
a sample and its projection into the k components retained
in the model. The exact description of the distribution of
SPE is given in (Jackson, 2003):

SPE ≡ ‖x̄‖
2

=
∥∥(I − PP T )x

∥∥2
. (5)

The process is considered normal if:

SPE ≤ δ2 (6)

where δ2 is a confidence limit for SPE. A confidence limit
expression for SPE, when x follows a normal distribution,
is developed in (Jackson and Mudholkar, 1979; Manish
et al., 2002; Lachouri et al., 2008; Ciandrini et al., 2010).
In this work, the SPE test is used as the main criterion for
fault detection.

3. WAVELET TRANSFORM

The Wavelet Transform (WT) is defined as the integral
of the signal x(t) multiplied by scaled, shifted version of
basic wavelet function ψ(t), a real valued function who’s
Fourier transform satisfies the admissibility criteria (Li
et al., 1999). Then the wavelet transformation C(·, ·) of
a signal s(t) is defined as below:

c(a, b) =
∫

R
s(t) 1

√
a
ψ
(
t−b
a

)
dt

a ∈ R+ − {0}

b ∈ R

(7)

where a is the so-called scaling parameter, b is the time
localization parameter. Both a and b can be continuous
or discrete variables. Multiplying each coefficient by an
appropriately scaled and shifted wavelet yields the con-
stituent wavelets of the original signal. For signals of
finite energy, continuous wavelets synthesis provides the
reconstruction formula:

s(t) =
1

Kψ

∫
R

∫
R+
c(a, b)

1
√
a
ψ

(
t− b

a

)
da

a2
db (8)

where

Kψ =

∫ +∞

−∞

| ψ̂(ξ) |

| ξ |
dξ (9)

denotes a (Wavelet specific) normalization parameter in

which ψ̂ is the Fourier transform of ψ.

Mother wavelets must satisfy the following properties:
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∫ +∞

−∞
|ψ(t)|dt <∞,

∫ +∞

−∞
|ψ(t)|2dt = 1,

∫ +∞

−∞
ψ(t)dt = 0.

(10)

To avoid intractable computations when operating at
every scale of the Continuous WT (CWT), scales and
positions can be chosen on a power of two, i.e. dyadic
scales and positions. The Discrete WT (DWT) analysis
is more efficient and just as accurate. In this scheme a and
b are given by:

(j, k) ∈ Z2 : a = 2j, b = 2jk, Z := {0,±1.± 2, · · · }.
(11)

Then defining:

(j, k) ∈ Z2 : ψj,k = 2−j/2ψ
(
2−jt− k

)
, (12)

the discrete wavelet analysis can be described mathemat-
ically as:

c(a, b) = c(i, j) =
∑

n∈Z
s(n)ψj,k(n),

a = 2j, b = 2jk,

j ∈ Z, k ∈ Z.

(13)

The inverse transform, also called discrete synthesis, is
defined as:

s(n) =
∑
j∈Z

∑
k∈Z

c(j, k)ψj,k(n). (14)

The detail level j, and the approximation at level j are
defined as:

Dj(t) =
∑

k∈Z
c(j, k)ψj,k(t)

Aj−1 =
∑
j>J Dj

(15)

and the following equations hold:

Aj−1 = Aj +Dj ,

s = Aj +
∑

j≤J Dj .
(16)

4. MSPCA FORMULATION

Wavelet Transformation and Principal Component Anal-
ysis can be combined to extract both correlation within
the sensors and cross correlation among sensors, in this
way it is possible to extract maximum information from
multivariate sensor data. MSPCA can be used as a tool
for fault detection and diagnosis by means of statistical
indexes. In particular, faults are detected by use the SPE
(5) and the diagnosis is conducted by the SPE contribution
method. The contribution is the technique of computing
the SPE of the sensors separately. In this way it is possible
to detect which sensor is most affected by fault (Manish
et al., 2002).

Process monitoring by MSPCA involves computing in-
dependent principal components loadings and detection
limits for the scores and residuals at each scale from data
representing normal operations. For new data, a statisti-
cally significant change is indicated if the residuals based

on wavelet coefficients computed from the most recent
measurements violate the detection limits at any scale.
Since the wavelet coefficients are sensitive only to changes,
if a variable goes outside the region of normal operation
and stays there, the wavelet coefficients will be statistically
significant only when the change first occur. The change is
first detected at the finest scale that covers the frequencies
present in the feature representing abnormal operation. If
the change persists, it is detected by wavelet coefficients
at coarser scales present in the abnormal feature. In this
condition, the most recent scaling function coefficients are
the last ones to violate the detection limit, and continue
to do so for as long as the process remains in an abnormal
state. Similarly, when a process returns from abnormal
operation, the change will be detected by wavelet coeffi-
cients, but the scaling function coefficients will continue to
indicate abnormal operation for several samples due to the
coarser scale of representation. Thus, process monitoring
based only on PCA of the wavelet and scaling function
coefficients will not allow quick and continuous detection
of faults, and may create false alarms. The last MSPCA
step of reconstructing the signal to the time domain, and
computing the scores and residuals for the reconstructed
signal improves the speed of detection abnormal operation
and eliminates false alarm (Bakshi, 1998).

The following algorithm is derived from (Ciandrini et al.,
2010), and it is improved to include the diagnosis by means
of SPE contribution:

1. The Wavelet analysis is used, to refine the data, with
a level of detail, L;

2. Normalize mean and standard deviation of detail
and approximation matrices and apply PCA to the
approximation matrix AL, of order L, and to the L
detail matrices Dl, where l = 1, ...L;

3. The PCA transformation matrix P and the covari-
ance matrix S are computed for each approximation
and detail matrices;

4. The SPE index (5) is computed, for each wavelet
matrix;

5. The SPE threshold δ2 is computed, for each detail
matrix and for the approximation matrix of order L,
using the following equation (Jackson and Mudholkar,
1979):

δ2 = θ1

[
h0 Cα

√
2θ2

θ1
+ 1 +

θ2(h
2
0−h0)

θ21

]1/h0

h0 = 1− 2θ1θ3
3θ22

θi =
∑n

j=p+1 λ
i
j

(17)

where p is the PCA subspace dimension, and λij is
the j-th eigenvalue of the covariance matrix Sl of the
detail matrix Dl, where l = 1, .., L is the level of detail
index; Cα is the normal cumulative distribution, with
a significance level α;

6. The inverse Wavelet is applied, to reconstruct the
variables behavior;

7. The PCA is applied to the reconstructed and normal-
ized signals;

8. The SPE index (5) is computed for the transfor-
mation and covariance matrix of the reconstructed
signal;
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9. The previous steps are repeated for each new dataset,
except for the threshold computation, computing the
PCA and SPE index using the P and S matrices,
obtained with the first dataset;

10. If the SPE is over the threshold δ2, the fault is
detected and the SPE contribution diagnosis is per-
formed, else the next data set is analyzed (return to
1);

11. Compute the SPE contribution for each sensor for all
details and approximation matrices and diagnose the
type of fault.

5. DEVELOPED EXPERIMENTAL SETUP

The monitoring and diagnosis system have been proto-
typed for plants whose critical components, that need to be
monitored, are electrical rotating machines. Signal-based
fault detection and prediction procedures have been de-
veloped and tested on a laboratory-scale experimental sys-
tem, in which vibration and absorbed current are acquired.
In rotating machines vibrations arise along two main di-
rections: axial and radial. Thus two accelerometers are
used. Integrated Circuit-Piezoelectric (ICP�) accelerom-
eters produced by PCB (model 333B50) have been used
(PCB Piezotronics, 2009). These sensors incorporate built-
in, signal-conditioning electronics. The Table 1 contains
the complete performance characteristics of the sensor.
The NI CompactRIO (NI cRIO) 9004, product by National
Instruments, is used for data acquisition (National Instru-
ments, 2009). The module equipped the NI cRIO 9004 is
NI 9233 used to acquire signal from accelerometers, that is
characterized by a 24-bit (delta-sigma) resolution analog-
to-digital converter (ADC) with a sampling frequency up
to 50kS/s . An oversampling frequency is used for the ADC
converter and then a digital band pass filter is applied.
The filter band has been designed on the basis of an ac-
curate study of the considered machines. The acceleration
is acquired, the velocity is computed, and the following
indices are obtained: Root Mean Square (RMS), standard
deviation, skewness and kurtosis. These indices are com-
puted over a samples window. The frequency spectrum
is calculated for vibration acceleration and velocity and
it is averaged over a proper set of observations. These
operations allow a memory saving acquisition but both
drift faults and abrupt ones can be detect with sufficient
accuracy. The motor current is measured by a LEM cur-
rent sensor LTSR 6-NP (LEM U.S.A., 2009), and the
signal is processed in the same way of accelerometers. A
scalable system has been developed where data are stored
and many procedures have been tested and prototyped.
The scalable system allows to monitor many machines with
simultaneous data acquisition and fault detection analysis.

6. RESULTS

This approach has been implemented, using a Haar
wavelet kernel, a level of detail L = 3, and the dimension
of Principal Components subspace, p, is chosen by the
Kaiser’s rule (Jolliffe, 2002). For the training stage of PCA
a faultless dataset is selected and an outlier elimination
is performed in order to ensure robustness to analysis
procedure. In (Ho et al., 2002) the training procedure
with different outlier elimination techniques is presented.

Table 1. Integrated Circuit-Piezoelectric
(ICP�) accelerometers.

Sensitivity 1000[mV/g]
Measurement Range ±5V

Frequency Range 0, 5− 3000Hz

Resonant Frequency ≥ 20kHz

Non-Linearity ≤ 1%
Temperature Range −18 to +66C

Excitation Voltage 18− 30V DC

Constant Current Excitation 2− 20mA

Output Impedance ≤ 500Ω
Sensing Element Ceramic
Size(HxLxW) 11.4mm x 17.3mm x 11.4mm

Weight 7.5gm

Electrical Connector 10 − 32 Coaxial Jack

The hipotesys, under which this procedure can be imple-
mented, is the Gaussian distribution of signals. Here, the
outlier elimination is performed using a Huber estimator
for matrix T with parameter k = 4 (Ho et al., 2002). The
fault detection and diagnosis algorithm is performed on-
line recursively, by means of a moving window using, at
each step, at least 2L samples needed by the DWT.

The diagnosis procedure is implemented using two ac-
celerometer and a current sensor, to demonstrate the
effectiveness of MSPCA approach, three different faults
are induced. A sample is shown in Figure (1), where the
sensors signal for the backlash fault are shown.

Considered faults are: unbalance, backlash and misalign-
ment of the rotor shaft respectively. The objective is early
detection and identification of abnormal situations. In-
coming data samples from the moving window are then
fed into the MSPCA model and the SPE is computed
at each scale, and it is compared with the threshold.
In this work the fault detection is performed using the
SPE of reconstructed signal only. If it is below the limit,
the sample is assumed to be normal. Else the sample is
considered faulty and the SPE contribution is performed
for the approximation matrix A3.

In Figure 2 the test on the unbalance fault is performed,
the SPE of the reconstructed signal is shown in Figure
2(a), while the Approximation matrix A3 is shown in Fig-
ure 2(b). Once the fault is detected the SPE contribution
weights are calculated for the approximation matrix and
they are shown in Figure 2(c). In the same way it is possi-
ble to detect the backlash fault and isolate the respectively
signature by means of contribution of the approximation
matrix A3. In Figure 3(a) is shown the reconstructed SPE
and in Figure 3(b) the approximation matrix SPE. The
SPE contribution weights are shown in Figure 3(c), this
represent the signature of backlash fault.

In the case of misalignment, the MSPCA performance are
shown in Figure 4. In particular the SPE of reconstructed
signal is shown in Figure 4(a), while the approximation
matrix SPE is shown in Figure 4(b). The SPE contribution
weights at sample 50 are highlighted in Figure 4(c).

7. CONCLUSIONS

In the field of operation efficiency, fault detection and diag-
nosis procedures help to decrease the cost of maintenance.
In this area vibration analysis is reliable, non destructive
and allows continuous monitoring. MSPCA is a fault de-
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Fig. 1. Backlash fault occur at time 384. (a) Radial
accelerometer signal; (b) axial accelerometer signal;
(c) current signal.

tection and diagnosis procedure that deal with stochastic
processes whose power spectrum changes in time and/or
frequency. The MSPCA combine two techniques that allow
extraction of correlation among sensors (PCA approach)
and correlation within sensor (Wavelet approach).

The fault detection is performed by means of statistical
index: the SPE of the reconstructed signal. Diagnosis is
performed using SPE contribution weights on the ap-
proximation matrix, which represent the signature of the
isolated fault. Results show that, this approach produce a
single signature for each fault tested: unbalance, misalign-
ment and backlash. This approach is effective, the SPE is
very sensitive to faults, and the procedure keep robustness
thanks to outlier elimination. In conclusion this approach
is suitable for monitoring critical machines in plants, and
helps for early detection and identification of faults.

An open problem is the generalization of the proposed
approach, in other words to extend the procedure to
different plants without a redesign of the components.
Future researches intend to analyze this aspect by the
introduction of intelligent components for tuning and
adapting each step of the proposed algorithm.
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Fig. 2. Unbalance fault at time 384. (a) SPE of recon-
structed signal; (b) SPE of approximation matrix A3,
in samples; (c) SPE contribution weights of approxi-
mation matrix A3, at sample 50.
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Abstract: This paper presents a new approach based on reliability to reconfigure redundant actuators when failures 
occur. The aim is to preserve the health of the actuators and the availability of the system both in the nominal 
situation and in the presence of some unavailable actuators. This paper proposes a solution to control an over-
actuated system that is structured as a typical consecutive-k-out-of-n: F system. In a degraded situation, this work 
proposes a reconfigured control allocation based on the on-line estimation of actuators reliability. The analytic 
solution proposed in the literature to compute the reliability of consecutive-k-out-of-n: F system is not appropriated 
to compute the reliability on-line. The graphical aspect of Bayesian Network is very interesting because it formalizes 
the model by coupling a generic model structure with simple parameter matrices and the inference computes the 
reliability of actuators according to on-line observations (evidences). It is applied on circular and linear typical 
consecutive-k-out-of-n: F system to estimate its reliability and provide the parameters to distribute the control efforts 
among the redundant set of actuators. 
Keywords: Probabilistic model, Bayesian Network, Reconfiguration, Fault Tolerant System 

1. INTRODUCTION 

In order to respect the growing of economic demand for high 
plant availability and reliability, fault-tolerant control (FTC) 
is introduced. The aim of FTC is to keep plant available by 
the ability to achieve the objectives that have been assigned 
in the faulty behavior and accept reduced performances when 
critical faults occur (Blanke et al. 2006 and Noura et al. 
2009).  

In most safety critical systems, the actuators redundancy is 
often used. Particular cases of k-out-of-n (koon) systems are 
consecutive-koon systems proposed by (Kontoleon 1980) 
which have been used to model various engineering systems 
such as microwave stations of telecom networks, oil 
pipelines, and vacuum systems in an electronic accelerator… 
All these systems are over actuated systems based on 
redundancy of actuators to increase the system reliability.  

The management of complex industrial systems contributes 
to higher competitiveness and higher performances. Thus, the 
relevance of dependability analyses increased due to their 
role in improving availability, performance, products quality, 
on-time delivery, and environment requirements (Alsyouf, 
2007 and Kutucuoglu, et al. 2001). Nowadays, one of the 
major problems in the dependability field is addressing the 
system modeling in relation to the increase of its complexity. 
This modeling task underlines issues concerning the 
quantification of the model parameters and the 
representation, propagation and quantification of the 
uncertainty (Zio, 2009). To model the reliability of complex 
industrial systems, it is observed a growing interest focused 
on Bayesian Network (BN) in the recent literature (Weber et 

al. 2010). This modeling method is not the solution to all 
problems, but it seems to be very relevant in the context of 
complex systems (Langseth, 2008). BN are particularly 
interesting because they are able to compute the reliability 
taking into account observations (evidences) about the state 
of some components. For instance, it is possible to estimate 
the reliability of the system and all its components knowing 
that a part of them are out of order. 

Our proposal consists mainly in formalizing a standard 
structure model as the consecutive-koon: F system with a BN 
model and demonstrate the usability of this model in a 
reconfigurable control problem of over-actuated system. For 
this purpose, the paper is organized as follow. Section 2 
recalls the reliability computation of consecutive-koon: F 
system. In section 3, a solution for a reliable reconfigurable 
control of over-actuated systems is presented based on the 
on-line actuators reliability indicators. Section 4 introduces 
BN and explains the generic structure and parameter to 
model reliability of consecutive-koon: F system. Section 5 
presents numerical applications of the BN modeling 
capabilities. Finally the conclusion is given by integrating 
also future research directions. 

2. CONSECUTIVE-K-OUT-OF-N: F SYSTEM 

The consecutive-koon: F system has attracted considerable 
attentions since it was first proposed by (Kontoleon 1980). 
Consecutive-koon systems can be classified according to the 
linear or circular arrangement of its components and the 
functioning or malfunctioning principle. A consecutive-koon: 
F system consists of a set of n ordered components that 
composed a chain such that the system is failed if at least k
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consecutive components are failed. A consecutive-koon: G 
system is a chain of n components such that the system works 
if at least k consecutive components work. Thus, four types 
of koon can be enumerated: linear consecutive-koon: F, linear 
consecutive-koon: G, circular consecutive-koon: F and 
circular consecutive-koon: G. An illustration of these specific 
structures can be found in telecommunication systems with n
relay stations that can be modeled as a linear consecutive-
koon system, if the signal transmitted from each station is 
strong enough to reach the next k stations. An oil pipeline 
system for transporting oil from point to point with n spaced 
pump stations is another example of linear consecutive-koon
system. A closed recurring water supply system with n water 
pumps in a thermo-electric plant is a good example of a 
circular system. The system ensures its mission if each pump 
can be powerful enough to pump water and steam to the next 
k consecutive pumps (Yam, 2003). 

The size of the system given by the number of components is 
one factor of its complexity. But, the distribution of 
component reliability and the independence between 
components are the major complexity factors. The 
assumption about the distribution is required before studying 
the reliability of the system based on the reliability of its 
components. The different assumptions are: independent and 
identically distributed (iid), independent and non-identically 
distributed (inid) and the same cases with a dependence 
between components.  

The exact system reliability for linear consecutive-koon in iid 
case has been provided by (Lambiris and Papastavridis 
1985): 

( ) ( ) ( )

( ) ( )iki
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Lambiris also provides the exact formula for the circular 
case: 
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Notation: 
n  number of components in the system 
k  minimum number of consecutive failed components 

which cause system failure 
p  probability that a component functions q=1-p

( )kn,p,R  reliability of a linear consecutive-koon: F system 
( )kn,p,Rc  reliability of a circular consecutive-koon: F 
system 

3. ON-LINE CONTROL RE-ALLOCATION BASED ON 
RELIABILITY  

Let us consider the model of a consecutive-koon: F system, 
with n actuators, given by: 

)()(
)()()(

tCxty
tuBtAxtx u

=
+=


 (3) 

where mmRA ×∈ , nm
u RB ×∈  and mpRC ×∈  are 

respectively, the state, the control and the output matrices. 
mRx ∈ is the system state, nRu ∈  is the control input, 
pRy ∈  is the system output, and ( )uBA, is stabilizable.  

Control allocation is generally used for over-actuated 
systems, where the number of operable control is greater than 
the controlled variables. It is the case of a koon: F system 
that ( ) nqBrank u <= . This implies that uB  can be factorized 

as: BBB vu = , where qm
v RB ×∈  and mqRB ×∈ . Thus an 

alternative description of (3) can be given by: 

)()();()(
)()()(

tCxtytButv
tuBtAxtx v

==
+=


 (4) 

where qRv ∈  is the virtual control input, called as the total 
control efforts produced by the actuators and defined by the 
controller. For simplicity and for this study, the case q = p is 
considered (i.e. when the number of virtual controls equals 
the number of variables to be controlled). The control 
allocation problem can be expressed as a constrained linear 
mapping problem based on the relation: 

)()( tButv = (5) 

with maxmin uuu ≤≤ the physical actuators saturation. 
Optimized based control allocation methods aim to find an 
optimal solution. If there is no exact solution, the optimal 
control is the feasible one such that )(tBu approximates )(tv
as well as possible. The optimal control input can be obtained 
by a two step optimization, namely sequential quadratic 
programming: 

2
maxmin

minarg vBu
uuu

−=
≤≤

ψ and 2minarg uWu u
u ψ∈

= (6) 

where ψ  is the set of feasible solutions subject to the 

objective criterion (6). The weighting matrix 0nn
u RW ×∈

is used to give a specific priority level to the actuators. 
Moreover, the optimal control input ),...,( 21 nuuuu = ,�
solution of the control allocation problem (6) is� defined 
according to the values of the weighting matrix��

uW . 
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In order to improve the safety of the system and preserve the 
actuators, a specific choice of the weighting matrix uW is 
proposed based on the actuators reliability (Khelassi et al. 
2010). The weighting matrix uW � is considered as a key to 
manage the redundant actuators and contribute to a reliable 
controller which improves the system reliability.  

To perform the solution of the control allocation problem, 
and keep the set of the actuators available as long as possible, 
the desired efforts )(tv defined by the controller are 
distributed relating to the actuators contribution in the system 
reliability, as follows: �

0

0

0

2

1


�

��
�
�
�

 

�

��
�
�
�

�

�

=

n

u

R

R
R

W (7) 

where iR  is the contribution of the actuator { }ni ,...1∈ . As a 
direct consequence the actuators are utilized in the control 
allocation proportionally to their functioning probability. 

Let us consider the actuator i defined as a random variable 
iw  with two states {Up, Down}, and the system defined as a 

random variable S with two states {Up, Down}, the 
functioning probability of iw  is defined by:  

)P( UpUp|SwR ii === (8) 

In order to integrate the actuators degradation in the 
reconfigured control allocation strategy, uW � is re-estimated 
and changed on-line according to the estimation of actuators 
reliabilities. Therefore if an actuator jw  is unavailable 
{Down}, the system is still working (because it is an over 
actuated system), and the functioning probabilities of each 
actuator are defined by:  

),...,P( UpSDownUp|ww ji === (9) 

4. BAYESIAN NETWORK MODEL  

BN appears to be a solution to model complex systems 
because they performs the factorization of variables joint 
distribution based on the conditional dependencies. The main 
objective of BN is to compute the distribution probabilities in 
a set of variables according to the observation of some 
variables and the prior knowledge of the others. The 
principles of this modeling tool are explained in (Jensen, 
1996; Pearl et al. 1988). 

Recall of BN characteristics 
A BN is a directed acyclic graph (DAG) in which the nodes 
represent the system variables and the arcs symbolize the 
dependencies or the cause-effect relationships among the 
variables. A BN is defined by a set of nodes and a set of 
directed arcs. A probability is associated to each state of the 
node. This probability is defined, a priori for a root node and 
computed by inference for the others. 

A B

Figure 1. Basic example of a BN 

The computation of nodes’ probabilities is based on the 
probabilities of the parents’ states and the conditional 
probability table (CPT). For instance, let’s consider two 
nodes A and B with two states (S*1 and S*2) each. The relation 
between nodes A and B is defines by the structure of the BN 
given on Figure 1. The a priori probabilities of node A are 
defined in Table 1: 

A 
SA1 SA2

P(A=SA1) P(A=SA2)

Table 1. a priori probabilities of node A 

A CPT is associated to node B. This CPT defines the 
conditional probabilities P(B|A) attached to node B with a 
parent A, to define the probability distributions over the states 
of B given the states of A (Table 2). 

B 
A SB1 SB2

SA1 P(B=SB1|A=SA1) P(B=SB2|A=SA1) 
SA2 P(B=SB1|A=SA2) P(B=SB2|A=SA2) 

Table 2. CPT of node B given node A.  

Thus, the BN inference computes the marginal distribution 
for instance P(B=SB1) by the following relation:  

)).P(P(
)).P(P(

)P(

221

111

1

AAB

AAB

B

SAS|ASB
SAS|ASB

SB

===+
===

==
(10) 

The added value of a BN is linked to the computation of the 
probabilities attached to a node state given the state of one or 
several variables. BN are a powerful modeling and analysis 
tools for complex systems because it provides a lot of 
modeling advantages. A general inference mechanism (that 
permits the propagation as well as the diagnostic) is used to 
collect and to incorporate new information (evidences) 
gathered in a study. The Bayes´ theorem is the heart of this 
mechanism and allows updating a set of events´ probabilities 
according to the observed facts and the BN structure. It 
makes the strength of this knowledge management tool. 

Generic consecutive-koon: F models 
As mentioned in section 2, consecutive-koon systems are 
complex. Thanks to BN, their complexity is translated only in 
the graphical structure of the model. Moreover previous 
works based on formulas (1) and (2) are dedicated to iid 
components without dependences. A BN model is interesting 
because it provide an easy solution to model a non-identically 
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distributed (inid) component. The consecutive-koon: F model 
is completely defined from the combination of failed 
components. This combination respects a logical description 
as the union of minimal cutsets and is easily used to build the 
BN model. 

Component { }ni ,...1∈  is defined as a random variable wj

with two states {Up, Down} and local aggregation of k
consecutive components is defined as a random variable cj
with { }1,...,1 +−∈ knj  for linear structure and 

{ }nj ,...,1∈  for circular structures. Variable cj is defined by 
two states {Not Occurred, Occurred}. The system reliability 
is defined from the global system states modeled by variable 
S  and its states {Up, Down}. Figure 2 and Figure 3 present 
the generic BN model structures for linear and circular 
consecutive-koon: F systems.  

Figure 2. Generic BN model of linear consecutive-koon: F 
system  

Figure 3.Generic BN model of circular consecutive-koon: F 
system 

cj

kiw + … iw Not Occurred Occurred
Up Up 1 0 
… … 1 0 

Up 

 Down 1 0 
… … … 1 0 

 Up 1 0 
… … 1 0 

Down 

Down Down 0 1 

Table 3. CPT of node cj.  

S
knc −   

or 1+−knc
… 1c Up Down

Not Occurred Not Occurred 1 0 

… … 0 1 

Not 
Occurred 

 Occurred 0 1 
… … … 0 1 

 Not Occurred 0 1 

… … 0 1 

Occurred 

Occurred Occurred 0 1 

Table 4. CPT of node S .  

The CPT of cj (Table 3) are defined from logical aggregation 
as OR gates to compute the occurrence probability of the 
minimal cutsets i.e. the local failure of k consecutive 
components and the system reliability is defined as a AND 
gate to compute the union of the minimal cutsets (Table 4). 
Therefore the parameters in the CPT are equal to 1 or 0 
because there is no uncertainty on the combination of 
components’ events leading to the failure of the system. 

Finally the eq. (1) or (2) cannot be used to compute the 
probability that a component is available according to an on-
line observation on the system (9). The BN is well 
appropriate to compute the probability that a component iw
is {Up} according to the a priori knowledge on the 
component and the observations of some unavailable 
components. 

),...,P( UpSDownUp|ww ji === (11) 

5. EXAMPLE 

This section presents several numerical applications of 
consecutive-2-out-of-5: F system to linear and circular 
structure. The reliability of such systems is studied and a 
diagnosis with inspections scenario is realized to compute the 
on-line functioning probabilities of each actuator with the BN 
model.  

Modeling structure and parameterization: 
Figure 4 shows the application of the generic BN model of 
section 4 for a linear consecutive 2oo5: F system. Figure 5 
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shows the application of the generic BN model for Circular 
2oo5: F system. The reader can see the spatial organization 
that shows the closeness of both linear and circular 
consecutive-koon BN models. 

Figure 4. Linear consecutive-2-out-of-5: BN model 

Figure 5. Circular consecutive-2-out-of-5: BN model 

Reliability estimations: 
For a first numerical application, let’s consider iid failure 

rates of components 1310 −−= hiλ  and the time of mission 
hT 1000= . The probability of components to be in state Up

is: ( ) 3679,0)exp( =×−== =Ttii tUpwP λ . The probability 
distribution of components and the probability distribution of 
the linear consecutive 2oo5: F system computed by the BN of 
Figure 4 is given on Figure 6. The circular consecutive 2oo5: 
F system reliability computed by the BN of Figure 5, based 
on its components reliability, is given on Figure 7. 

The reader can verify that the probability of the systems to be 
in state Up corresponds to the reliability of the systems 
computed from relations (1) and (2), respectively for the 
linear and circular 2oo5: F system. 

Figure 6. Linear consecutive-2oo5:F probability distribution 

Figure 7. Circular consecutive-2oo5:F probability distribution 

Figure 8. Circular consecutive-2oo5:F probability distribution 

Figure 9. Circular consecutive-2-out-of-5 probability 
distribution 

1λ 2λ 3λ 4λ 5λ
10-3 2.10-3 3.10-3 4.10-3 5.10-3

( )1wP ( )2wP ( )3wP ( )41wP ( )5wP
0,3976 0,1353 0,0498 0,0183 0,0067 

Table 5. Failure rates and reliability of components.  

For the second numerical application, let’s consider an inid
distribution of components failure rate and their 
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corresponding probability to be in state Up at the mission 
time. The numerical values are given in Table 5. 
The reliability of the linear consecutive-2oo5: F and of the 
circular consecutive-2oo5: F systems are given on Figure 8 
and 9. These two tests show the exactness of the BN models. 

Diagnosis and weighting matrix computation 
As mentioned in section 4, an advantage of BN is to naturally 
compute the probability of some variables given the value of 
several others. This ability of BN can significantly help 
managing the diagnostic of system. Moreover in this 
application to the on-line control re-allocation strategy, the 
BN model is used to compute the parameter of the weighting 
matrix uW . For instance, let’s consider the inid distribution 
(Table 5) of components probability given on Table 6 (step 0) 
for the circular consecutive-2oo5: F system at the time 

hT 1000= . In the (Step 1), the BN model computes the 
probability distribution of each component given S is Up. It 
can be interpreted as the importance contribution of each 
component to the functioning of the system. Then the 
actuators with the most important probability ( )UpwP i = are 
more requested according to the equation (7). Considering 
the probabilities (Step 1), the component five is probably 
Down because ( ) 1199.05 ==UpwP  thus an inspection can be 
launched to verify its state. Two cases can occurred 
according to component five states. If the observation of the 
component five is Down then its probability ( ) 05 == UpwP . 
This probability is used as evidence and the BN computes all 
other probabilities accordingly (step 2a). The probability of 
component one and four to be Up is equal to one, the next 
inspection should be launch on the component three. But, 
let’s consider that component five is Up. The probability 
distribution of each component is different from (step 2a) as 
given on Table 6 (step 2b).  

Step 0 Step 1 Step 2a Step 2b 
( )UpwP =1

0,3976 0,9550 1 0,7911 

( )UpwP =2
0,1353 0,7092 0,7586 0,3468 

( )UpwP =3
0,0498 0,3549 0,2792 0,9102 

( )UpwP =4
0,0183 0,8929 1 0,1064 

( )UpwP =5
0,0067 0,1199 0 1 

P(S=Up) 0,0014 1 1 1 

Table 6. Diagnostic and inspection scenarios  

6. CONCLUSION  

In this paper, we have shown how a generic model of BN can 
easily handle the reliability analysis of complex system based 
on linear and circular consecutive-koon systems. In addition, 
we show how BN can be used to manage the diagnosis and 
inspection steps to identify the failed components in a 
complex system.  

Moreover the computation of the functioning probabilities of 
each actuator is proposed to be done with BN inference. 
These distributions of probabilities are proposed to be used to 

define the weighing matrix uW  that is used to give a specific 
priority level to the actuators in the re-allocation problem of 
control. This method provides a control re-allocation that is 
based on on-line reliability estimation. 
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Abstract:  This paper describes an application of a set-membership technique to robust fault detection 
for a class of nonlinear systems, the so-called flat systems. The proposed consistency test is built based 
on a comparison of an estimated feasible set and the expected value of the input vector. This strategy 
consists in eliminating models of the plant that are not consistent with the set of observations provided by 
the system sensors. The set-membership estimator design for the input vector takes into account the 
model uncertainties and disturbances, which makes the consistency test robust against such perturbations. 
The robustness of the proposed strategy is illustrated by simulations using several sensor/actuator faults 
scenarios.  
Keywords: Flat systems, Constraint Satisfaction Problem (CSP), set-based observer, fault detection        

 

1. INTRODUCTION 

The issue of model-based Fault Detection and Isolation (FDI) 
in dynamic systems has been an active research area during 
the last three decades (see Ding [2008] for a recent survey). 
This paper considers observer-based fault detection for flat 
systems (Fliess et al [1992]). A system is called differentially 
flat, or just flat, if there exists a set of independent variables 
(to be called flat outputs of the system) such that both the 
system state and input vectors are functions of these flat 
outputs and a finite number of their successive derivatives. 
Flatness property offers an easy way to parameterize the 
dynamical behaviour of a system using flat outputs. In recent 
years the relevance of flat systems in control problems has 
been studied (see Agrawal and Sira-Ramirez [2004], 
Louembet et al. [2010], Rouchon [2008]). Most of the 
literature about flatness deals with control problems and few 
works are related to fault diagnosis. The main goal of this 
paper is to develop consistency tests for monitoring flat 
systems.  The approach is based on "model invalidation". To 
achieve robust fault detection and to take into account 
uncertainties, a set-membership observer is used. The 
approach consists basically in formulating the state/input 
estimation into a Constraint Satisfaction Problem (CSP) 
(Norvig and Russell [2010]). CSPs consist of variables with 
constraints relating them. Many important real-world 
problems can be described as CSPs. The structure of a CSP 
can be represented by its constraint graph where the state and 
input vector constitutes the variable set and a mapping, 
relating the state and input to the flat outputs and their 
derivatives is taken as the constraints. Branch and prune 
algorithms (Goldsztejn [2006], Benhamou and Granvilliers 
[2006], Neumaier [2004]), based on consistency, are used to 
compute an outer approximation of the solution set of the 
CSP via interval analysis. 

The set-membership observer is used to build consistency 
check tests based on a comparison of the feasible domain of 
the input resulting from a fault-free model simulation and the 
actual value. A fault occurrence will be indicated by an 
empty intersection. With respect to classical observer-based 
scheme, one advantage of the developed approach is the 
possibility to build consistency checks directly based on the 
input signal. In fact, the detection of incipient faults from 
output residuals may become difficult, especially when the 
permissible time window for detection is narrow. Here, the 
proposed methodology consists in estimating the input vector 
using a CSP-based observer and generating interval residual 
quantities that could be used to establish consistency checks 
in order to detect sensor or actuator faults.  
The paper is structured as follows. Section 2 recalls some 
basic definitions for flatness, interval analysis, and CSP 
notions. In section 3, the CSP-based observer technique is 
detailed and illustrated through an example (section 4) in 
order to detect sensor and actuator faults. Finally some 
concluding remarks are given. 

2. PRELIMINARIES 

2.1 Flatness
1. Consider the following nonlinear system: ��� � ���� 	
��������������� � ��
��������������������            ��

System ��
 is said to be flat with a flat output �  if and only if 
one can describe the system states and inputs ��� 	
 only 
from the flat output and a finite number of its derivatives, i.e.: � � ���� �� � � � ���
�������	 � ���� �� � � � �����

         ��

where � and � are respectively a smooth vector field and a 
map (Rouchon [2008]).
2. The controlled system ��� � ����
 � � ����
	 is said to be 
flat if there exists an output �� � ��
 such that the resulting 
SISO system 
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��� � ����
 � � ����
	� �� � ��
            ��

has relative degree �. In that case, � is called a flat output 
defined by the output function ��
 
2.2 Interval tools 
A real interval !"# � � � !"� "#�is a connected and closed subset 
of $. The set of all real intervals of $ is denoted by %$. Real 
arithmetic operations are extended to intervals (see Moore 
[1966], Hansen [2004]). Consider an operation �&� ' � (�) *)�+)�,- and !"#, !.# two intervals, then !"#/!.# � � � (0�/���1�0� ' � !"#� �� ' � !.#-. 
The width of an interval !"# is defined by 2!"# � � � " * " and 
its midpoint by 345!"# � � � �" � � � "
,�. 
Inclusion  functions 
Let �6�$7 � 8 $9; the range of the function � over an interval 
vector [::::] is given by: ���!�#
 � � � (����
�1��� ' � !�#-  
An interval function !�#6�$7 � 8 $9�is an inclusion function 
for �  if: ;!�# � ' � %$7� ���!�#
 � < � !��#�!�#
��
An inclusion function of � could be obtained by replacing 
each occurrence of a real variable by its corresponding 
interval and by replacing each standard function by its 
interval evaluation. Such a function is called the natural 
inclusion function. In practice, the inclusion function is not 
unique and depends on the formal expression of � . When the 
manipulated intervals are not large, the centered form could 
give better results than the natural one. 

2.3 Constraint Satisfaction Problems (CSPs) 
A constraint satisfaction problem (or CSP) is defined by a set 
of variables, =�� =>� � � =7, and a set of constraints, ?�� ?>� � � ?9. Each variable =@ has a nonempty domain A@  of 
possible values (Norvig and Russell [(2010]). Each constraint ?@ involves some subset of the variables and specifies the 
allowable combinations of values for that subset. A state of 
the problem is defined by an assignment of values to some or 
all of the variables,�(=@ � � B@� =C � � BC�� � -. An assignment 
that does not violate any constraint is called a consistent or 
legal assignment. A complete assignment is one in which 
every variable is mentioned, and a solution to a CSP is a 
complete assignment that satisfies all the constraints. Some 
CSPs also require a solution that maximizes an objective 
function. 
Constraint propagation is a way to solve CSPs and the aim of 
propagation techniques is to contract as much as possible the 
domains for the variables without losing any solution. The 
Waltz filtering algorithm (Waltz [1972, 1975]) popularized 
the technique of constraint propagation and it was initially 
proposed as a way to reduce the combinatory associated with 
line labeling of three-dimensional scenes. The Waltz filtering 
is more addressed to the computer science and artificial 
intelligence domains (Van Hentenryck [1989], Kumar 
[1992]) but it has also proved its efficiency in  solving some 
of control problems. When interval uncertainties are 
considered, consistency methods combining interval and 
constraint satisfaction techniques can be used to deal with 
problems such as parameter/ state estimation and further  the 
fault detection problems. 

Example: 

Consider the three following constraints: �?�
 D ��� � � E>��?>
 D �E�� � ����?F
6��� � ��* �E� � ���
To each variable,�E and �, we associate the domain #G) �G! 
A constraint propagation consists in projecting all constraints 
until equilibrium: �?�
 � 8 ��� '�# * G) �G!�> � � !H) �G!��?>
 � 8 �E� ' ��,!H) �G!���#H) �G!��?F
 � 8 ��� ' � !H) �G!�I � ��*��
 +#H) �G!��
����������������������� � !H� �G!�I�#�* G) ��!�� � !H� �!�����������������E� '�#H) �G!�I � ��* !H) �!� � � ��
�
��������������������� � !H� �� !�
�?�
 � 8 �� ' � !H� �!�I � !H) �� !>�� � !H� �J !�
�?>
 � 8 E� ' !H) �� !�I �!H� �J ! � � �K�
����������������� ' !H) �J !�I �K � �K
Thus, it has been proved that no solution exists for this CSP. �
In the case of flat systems, the CSP variables correspond to 
the states and input related to the flat output by a specific and 
unique map. This map defines the constraints. In order to 
retrieve the state and input vectors satisfying the constraints, 
the set inversion technique is applied through the flatness 
equations (Jaulin et al. [2009]). 

3. CSP-BASED FAULT DETECTION 

3.1 Fault detection procedure 
The fault detection strategy is based on the constraint 
satisfaction methodology discussed in the previous section. 
The idea is to build a simple procedure for "model 
invalidation".  A CSP-based observer is designed in order to 
estimate a set containing the input 	 feasible values from the 
faulty real measurements. Interval residuals are then applied 
to determine the gap between the estimated set and the 
expected input. The lower, respectively upper, bound of the 
residual corresponds to the difference between the input 	
estimated set lower, respectively upper, bound and the fault 
free model input 	 value. The residual is then defined by: L � !	MNO * 	� 	MNO * 	#             �J

The consistency test is based on the comparison of the input 
expected value (fault-free model) and the estimated domain !	MNO� 	MNO#. Then, if 	 does not belong to the latter, the fault-
free model is not compatible with the measurements and we 
can conclude that a fault has occurred. This is equivalent to 
checking if: L � P	MNO * 	� 	MNO * 	Q R H.               �S

3.2 CSP-based observer 
The proposed observer is built based on the flatness property. 
The main steps are detailed in the following: 
a. Equation ��
�can be rewritten as (Jaulin et al. [2009]) T � ��� ���
� � � ���
�U � V�W
 � X!�E� 	
U#         �Y

The function V can be obtained by successive derivatives of 
the flat output with respect to time. The goal is to estimate the 
input 	 based on the expression �Y
 at the sampling times ZC. 
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b. Denote respectively by [\ , ]\ , the domains of 	 and T at ZC. Note that if no prior information about the domain of 	 is 
available, we can select [\ �# * G� �G!. Thus, the input 
estimation method consists in computing all the values of 	
satisfying: 

^T\ � V!��\� 	C�_#T\�`�]\������������������������	\�`�[\���������������� �              �a
  

Then, the idea is to remove parts of the search domain [\ for 
the model input that is inconsistent with the measured data �C
and their derivatives up to order b. In this work, the 
measurement derivatives are computed using HOSM 
differentiators (Levant [1998, 2001]). Let c�Z
 be the signal 
to be differentiated and de� d� … d7 some estimates for the 
signal c�Z
�and its derivatives. The nth-order HOSM 
differentiator is given by:

fgg
ggh
ggg
gi d�e � Be� Be � *je1de * c�Z
1 77����4k��de * c�Z
� � d������������������d�� � B�� �B� � *j�1d� * Be17l�7 ��4k��d� * Be
 � d>��������������������������d�@ � B@� �B@ � *j@1d@ * �B@l�1 7l@7m����4k��d@ * �B@l�
��������n
������������d@������������������������������������������d�7l� � B7l���������������������������������������������������������������������������������������������������B7l� � *j7l�1d7l� * �B7l>1�>�4k��d7l� * �B7l>
 � d7������������������d�7 � *j7�4k��d7 * B7l�
���������������������������������������������������������������������

�

Coming back to the problem at hand, the main assumption in 
this paper is that the measurement error o is bounded with a 
prior known bound  o. Thus, �  domain is given by: ��p�!�9 * o� �9 � o#              �q

where �9�is the measurement. The derivatives are estimated 
via the nth-order HOSM differentiator��n
.  It has been proved 
in (Levant [2001]) that the ith derivative estimate accuracy is 

proportional to "rr � o��stuvmstu 
�� 4 � H� � � �� when the 
Lipschitz constant of the nth derivative of the clear-off-noise 
signal is bounded by a certain constant. Hence, the derivative 
domain is:���@
p�!�MNO�@
 * "rr� �MNO�@
 � "rr# where��MNO�@
 �is the 
derivative estimate. 
The following CSP algorithm sums up the constraint 
satisfaction methodology. ����wxy&z{|}~wxy&z{|}~wxy&z{|}~wxy&z{|}~�������|{~�|&z������|�6���Z@
��{��  ���� ��� ��� ��� ��6�!	�#
  �� �x�|�����~&��xx{�y���� �Y
�� �&z�{���|&����&��� ��|{~�|��|}����z{��|{�������
�������  ������� �n
�� ��|{~�|��|}���&�������������&��|z��|�|}���� �&~�{���&����Z@
�������@
�Z@
�� �&x�������|&�&�|�{��!	�Z@
#���� �a
���� �6���{|{�x����z�}��&~�{��
In the following paragraph, two numerical examples are 
presented to illustrate the efficiency of the proposed approach 

for detection of sensor and actuator faults.  Note that both 
examples are under feedback control and the input is 
constructed from the state feedback. 

4. FAULT DETECTION PERFORMANCE  

4.1 Sensor faults 
Equation ��
 shows that the input 	�only depends on the flat 
output and its derivatives up to an order �b � �
. A sensor 
fault appearing on the measurements will cause erroneous 
derivative computation and finally a wrong estimate will be 
calculated for the input 	. Comparing both estimated input 
set and the expected input 	, an empty intersection would 
denote the occurrence of a fault. Consider the following 
system: 

^E�� � o��	������������������������E�> � E� � o��	��������������E�F � E� * E>�������������������� � EF� d � � E>��������������� �          ��H

� and d are the measured outputs. 
It is easy to prove that: 

fgh
gi E� � *E�F � *�� ����������������������������������E> � *�E�F � E�F
 � *��� � ��
����������EF � ����������������������������������������������������	 � E��o�� � * E�Fol��������
 � * ��ol��� ��� 


�
Thus, the system ��H
 is flat and � is the flat output. To 
illustrate the consequences of a sensor additive fault on the 
input u estimation, we can write the contaminated 
measurement as: �� � � � c"	�Z               ���

The most common sensor error fault is an offset bias. When 
the output signal slowly changes independent of the 
measured property, it can be modelled as drift. Finally, a 
sensor can be subject to an abnormal external noise.�
Bias: Adding a bias to the measurement y at the instant tb
leads theoretically to the following input estimation:

	 � 5�5Z����.

o*� 5�5Z����.
� 55Z���.
�

	 � P�����QMv�P�� t � QtP�� t � Q
          ���
�
The bias . is assumed to be a step function appearing at Z � ��. Using the erroneous measurement �� � � � H �S�, the 
last equation becomes: 

	MNO � ��uM¡� � * ���Mv�¡� �t¡� �
 � * �¢�Mv��¢� t�¢� 
           ��J

Moreover, we suppose that the measurement �9
(contaminated or not) belongs to the interval�!�9 * o� �9 �o���� where�o�H HHJ�� is the a priori known measurement error. 
The initial search domain for the input is taken as: !	e�# �!*�) J#. 
The input estimation gives the following set (black) and the 
expected (dashed line) as shown in figure 1.a. The upper and 
lower bounds of the residual are depicted in figure 1.b. 
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Figure 1: Input 	 estimation and residual in presence of bias 
fault. 

The simulation results indicate a very short detection time. 
The residual upper and lower bounds describe an interval 
containing zero except between Z � �� and�Z � S�. The 
transient behaviour (the effect of fault does not persist 
beyond Z � S�) is due to the fact that the simulation is done 
in a closed-loop feedback configuration.

Drift: A slow ramp function is used to illustrate the drift d on 
the measurement y. It is given by:

£ 5 � H�;�Z ¤ Z¥ � ��5 � H �Z������������������������          ��S

and �� � � � 5. The same assumptions as above are made on 
the measurement enclosure and the way to obtain the 
derivatives.  

Figure 2: Input 	 estimation and residual in presence of drift. 

Note that the behavior of the residual is very similar to the 
previous case. The fault effect is only clearly visible between Z � �� and Z � �S S�. However, a deeper analysis reveals 
some interesting features which can be explored further for 
fault isolation, for example one can see that in this case the 
fault effect persist during a bigger time range. 

Random noise: A random noise with a variance ¦ � H S is 
here used to simulate a sensor fault. The observer is still very 
sensitive and the detection time is very short (see figure 3). 

Figure 3: Input 	 estimation and residual in presence of 
random noise.  

Besides the ��-gap between the expected input value (dashed 
line) and its estimated domain, one can notice that in this case 
the fault effect does persist on the residual. To confirm this 
observation, a white noise has been also simulated 
(instant�Z§7 � ��). 

Figure 4: Input 	 estimation and residual in presence of 
white noise. 
As it can be seen from figure 4, the same conclusions as in 
the latter case can be made. Note that the important blank 
space (between Z � J S� and Z � S�, Z � q� and Z � ���) in 
the estimate and thus the residual corresponds to the non-
solution part in the initial input search domain which means 
that the domain of the input 	 does not contain any 
admissible value. Note also that the pseudo-oscillations 
before the first sinusoidal form in the estimate are more 
important in the white noise case.  

4.2 Actuator faults  
In this section, actuator faults are considered using the 
previous example and methodology. Additive faults on the 
input 	 are simulated and an estimation of the input from the 
resulting measurements is performed.  

Intermittent fault signal on the input 
Consider the following signal μ: 
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Figure 5: Pulse signal description 

Figure 6: Input 	 estimation and residual in presence of 
intermittent (pulses) signal. 

The fault is detected at Z � ��, i.e with a ��-delay time, 
however the residual signal form slightly changes from Z � ���. The effects of the second pulse (occurring at Z ��a�) are detectable from Z � a S�. Note the estimated signal 
amplitude decrease with time, i.e the deviation of the 
estimated set from the expected input u value becomes more 
evident.  

White noise signal on the input 
The same white noise signal properties as for the sensor fault 
are used in this test. 

Figure 7: Input 	 estimation and residuals in presence of 
white noise. 
Unlike the case where the white noise disturbs the output �, 
there is no phase shift between the expected input signal and 
its estimated set. Moreover, the delay in the detection is a bit 
more important since it takes H S� before residual signal form 
changes and quite ����Z � ��
 before the interval residual 
clearly denotes a fault occurrence.  

5. CONCLUSION 

A constraint satisfaction-based technique has been proposed 
in this paper for robust input estimation of flat systems. 

Based on this estimation, a robust fault detection strategy has 
been proposed by applying a consistency test on the residuals 
generated from the difference between the input estimated set 
(faulty case) and its expected value (fault-free case). The 
robustness of the proposed scheme has been demonstrated 
through simulation examples using both sensor and actuator 
faults. The technique is appropriate detection of incipient 
faults when the permissible time window for detection is 
narrow.  Further investigations are necessary to analyze the 
isolation capability and to study formally the effect of 
feedback control on fault diagnosis performance. This is a 
topic of our current research. 
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Abstract: This paper proposes a graphical strategy for finding all communication sequences
that ensure reachability of a Networked Control system (NCS) in which a linear time invariant
(LTI) plant communicates with a controller over a shared medium. The medium supports a
limited number of simultaneous connection between controller and actuators. The proposed
method is based on a graph-theoretic approach and it needs only the knowledge of the systems
structure.

Keywords: Networked Control Systems, Medium Access Constraint, Reachability, Graph
Theory, Maximal Matching.

1. INTRODUCTION

In classical control theory a perfect information exchange
is assumed. But the progress in communication, control
and real time computation has enabled the development of
large scale systems which sensors and actuators exchange
information with feedback controller through a shared
network. Control systems having this configuration have
been termed Networked Control Systems (NCSs). Intro-
duction of networks in control loop adds some limitation
in data exchange and it brings new problems and chal-
lenges such as networked induced delay, packet dropout
and constraints in access to the medium. As consequence,
the classical control theories must be revised to be adapted
in NCSs. For instance stabilization problem of NCS which
is studied in [Shousong and Qixin (2003); Halevi and Ray
(1988)]. The networked induced delays which may degrade
the performance of closed loop system were investigated
in [Tipsuwan and Chow (2003); Yang et al. (2006)]. Im-
portant surveys about recent results in NCSs are given
in [Hristu-Varsakelis and Levine (2005); Hespaha et al.
(2007)].

Access constraints are one of the major obstacles in control
system design. It occurs when capacity of communication
medium for providing simultaneous medium access chan-
nels for its user is limited. As a consequence only limited
number of sensors or actuators is allowed to communi-
cate with controller at each time instant. Moreover, if
a Fault detection and isolation (FDI) module exists, its
connexion to the network has not access to measurement
of all sensors simultaneously. Recently there was a number
research activity in this field. As an example, an LQG
design method for NCS which are subject to medium
access constraints was presented in [Zhang and Hristu-
Varsakelis (2005)]. Problem of fault detection (FD) with
communication constraints in linear systems [Wang et al.

(2009); Zhang and Ding (2006)] and in non-linear systems
[Mao et al. (2009)] were considered. The reachability and
observability of an NCS with limited communication was
studied in [Zhang and Hristu-Varsakelis (2006)].

Basic properties such as reachability and observability are
important if we are interested in the design of controllers or
a FD module for instance. Moreover, it is well known that
these basic properties depend strongly on the structure
of the system, see for example [Lin (1974); Reinschke
(1988)]. A study on observability for LTI structured sys-
tems is carried out in [Commault et al. (2005)] and in
[Boukhobza et al. (2007)] in the context of NCS systems.
A complete survey on structural methods can be found
in [Dion et al. (2003)]. From the structural view point,
the problem of the existence of sequences which preserve
the observability/reachability of an NCS with limited com-
munication is treated in [Ionete and Cela (2006)]. The
structural approach is a powerful tool for the systems
analysis which main advantage is the low complexity of
its algorithms when combined with the graphical approach
(see [Martinez-Martinez et al. (2007)]).

This paper presents a graphical strategy to find all com-
munication sequence for given networked access constraint
on input channel that preserve reachability of the sys-
tem. Comparing with previous works that studied design
of communication sequence, this method is simpler and
complex mathematical computation is not necessary. Also,
it enables us a) to verify existence of a communication
sequence that preserve reachability of system for given
channel limit ωρ . b) Considering channel limitation, Find
all communication sequences which guarantee system’s
reachability.

The rest of this paper is structured as follows. In section
2, constraints of communication and communication se-
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quences in model of system are taken into account and an
extended linear time varying (LTV) system is presented.
Graphical representation of linear systems is studied in
section 3 then in section 4, a graphical method for find-
ing all communication sequence that preserve reachability
of extended system with respect to communication con-
straints is proposed.

2. PROBLEM STATEMENT

Suppose that the model of plant connected to the network
with communication constraints in figure 1 is described by
following discrete-time LTI system:

x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k)

(1)

Where A,B and C are matrices of appropriate dimensions,
x(k) ∈ Rn u(k) ∈ Rm and y(k) ∈ Rp are the state, input
and the output of the system.

Fig. 1. NCS with communication constraints

In the figure 1 output (or input) channel is illustrated.
It is referred to communication link that enables data
transmission from sensors to controller (or controller to
actuators). To focus on the effects of communication
constraints, the following statements are assumed:

• transmissions are instantaneous,
• the communication channels are noiseless,
• there are not packet dropouts.

Due to communication constraints in input channels, the
shared communication medium can simultaneously pro-
vide ωρ inputs with 1 ≤ ωρ ≤ m. In other words, at
each sampling instant k, only ωρ of the actuators are
allowed to access to the network. Only the commands of
ωρ actuators are available for controller and for the system
input respectively.

For all i = 1, . . . , p, a binary-valued function ρi(k) is
defined as the medium access status for actuator i at
sample time k. Then if the i-th actuator has access to
the network at instant k, ρi(k) = 1, otherwise ρi(k) = 0.
Whenever an actuator j loses its access to the communica-
tion medium, the control signal generated at the controller
for the actuator will be unavailable and hence uj = 0 for
the plant until actuator j recovers accessibility.

The instantaneous medium access status of m actuators
at sample time k is hence represented by a m-to-ωρ com-
munication sequence [Zhang and Hristu-Varsakelis (2005)]

ρ(k) = [ρ1(k), . . . , ρm(k)]
T

(2)

and then in its matrix form Mρ(k) defined by

Mρ(k) � diag(ρi(k)) (3)

Let ū(k) the available input actually used by the system
whereas u(k) be the signal generated by the controller. We
can state

ū(k) = BM̄ρ(k)u(k), M̄ρ(k) ∈ Rωρ×p (4)

Where M̄ρ is obtained by deleting the zero rows of Mρ

Therefore “from the controller point of view ” NCS will
behaves as a time-varying system with input ū. The system
is represented as follows

x(k + 1) = Ax(k) + B̄(k)u(k); B̄(k) = BM̄ρ(k)
y(k) = Cx(k)

(5)

Equation (5) incorporates the dynamic of the plant to-
gether with access of communication medium and we call
it extended plant.

Then, dynamic of the extended plant (5) depends on com-
munication policy ρ(k). The reachability is an important
property of system (1) which may be lost when communi-
cation constraint are imposed. For verifying acceptability
of a communication sequence, we can look for sequences
which preserve reachability of underlying system (5). The
choice of a sequence is not obvious and requires a specific
knowledge of the system. In order to understand these
ideas the following example is analysed in which reachabil-
ity of the system may be lost depending on the sequence
selection.

Example 1. Let the following matrices represent the linear
model of a plant connected to a network with communica-
tion constraints:

A =

[
0 1
1 0

]
, B = [b1, b2] =

[
1 0
0 1

]
(6)

Considering the reachability matrix for a the extended
discrete-time linear system 6 given by

R(0, kf ) = [Akf−1[b1, b2]Mρ(0), . . . ,

[b1, b2]BMρ(kf − 2), [b1, b2]Mρ(kf − 1)]
(7)

Notice that the function of matrix Mρ is to select the
inputs which have access to the communication medium.
The interest is to find how the communication medium has
access to the controller’s outputs in order to preserve the
reachability of the overall system and then the full rank of
the reachability matrix R(0, kf ) for a given kf . The system
is originally reachable considering that no communication
constraint exists. Now, with a communication restriction
fixed to one channel let us suppose that a communication
sequence is chosen as the the 2-periodic sequence

{ρ(0),ρ(1), . . . } =
{[

1
0

]
,

[
0
1

]
,

[
1
0

]
,

[
0
1

]
, . . .

}
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then the matrix R(0, kf ) contains either b1 or b2 depending
on whether kf is an odd or even number, and it loses the
rank. But, if the 1-periodic sequence

{ρ(0),ρ(1), . . . } =
{[

1
0

]
,

[
1
0

]
,

[
1
0

]
, . . .

}
is chosen, the reachability matrix R(0, kf ) will remain a
full rank matrix and the reachability will be preserved in
the extended plant.

The interest of Example 1 is twofold. First of all it shows
that the choice of a sequence is not trivial and that it
depends strongly on the structure of the system. Secondly,
it presents a system with a certain redundancy which
allows it to work with only one of its inputs. It is worth
noting that the latter is not always the case.

Reachability of the extended plant is given by the following
definition.

Definition 1. The extended plant 5 is reachable on [k0, kf ]
if given any xf , there exists an input ū(k) that steers 5
from x(k0) = 0 to x(kf ) = xf .

Existence of sequences has already treated in precedent
works, we concentrate in finding periodic communication
sequences that ensure reachability of the NCS. In the
general case, a discrete-time communication sequence η(·)
is called T -periodic if η(k) = η(k + T ) for all k. If
a communication sequence exists for a given value of
communication constraint ωη, it is possible that such
communication sequence not be unique. In such case two
questions arise:

• How can we find all communication sequences with
period T such that each of them preserves the reach-
ability of the extended plant (5)?

• What is the minimal size of ωρ which guarantees the
preservation of the reachability of the extended plant
(5)?

Before giving answer to these questions, we introduce
the graphic approach which will be useful to find the
communication sequences.

3. GRAPHIC REPRESENTATION OF LINEAR
SYSTEMS

In this part we will consider the graphical representation of
a linear system and then its generalization to the extended
system.

3.1 Directed graph associated to a linear system

In this part we will present how it is possible to associate
a directed graph to a linear discrete system. As the main
interest is upon the input side we do not consider outputs
in the sequel of this communication. Consider the following
linear discrete-time system:

ΣΛ {x(k + 1) = Ax(k) +Bu(k) (8)

We will refere to this system as structured because we con-
centrate only in its structure. That is to say, we consider
matrices A and B having elements either fixed to zero

or free (non-zero) parameters noted λi. These parameters
form a vector Λ = (λ1, . . . , λh)

T ∈ Rh. We say that a
property is true generically if it is true for almost all
parameters values Λ ∈ Rh. For “almost all” is to be
understood as for all parameters values except those in
some proper algebraic variety in the parameter space.

A digraph can be used to represent structured linear
system (ΣΛ). The digraph associated to (ΣΛ) is noted
G(ΣΛ) and is constituted by a vertex set V and an edge
set E i.e. G(ΣΛ) = (V, E). The vertices are associated to
the state and the inputs of (ΣΛ) and the edges represent
links between these variables. More precisely, V = X ∪U.
Hence, V consists of n+m vertices.

The edge set is E = Aλ-edges ∪ Bλ-edges, where
Aλ-edges = {(xj,xi) | A(i, j) �= 0},
Bλ-edges = {(uj,xi) | B(i, j) �= 0},
Here Mλ(i, j) is the (i, j)th element of matrix Mλ and
(v1,v2) denotes a directed edge from vertex v1 ∈ V to
vertex v2 ∈ V.

In order to understand the ideas developed in next section,
we introduce some important definitions in the context of
graph approach for structured systems.
Considering the associate graph G(ΣΛ) = (V, E). For an
edge e = (vi,vf ) ∈ E , vi (respectively vf ) is the begin
(respectively the end) vertex of e.

We denote path P containing vertices vr0 , vr1 , . . . , vri

by P = vr0 → vr1 → . . .→ vri . The pair (vrj ,vrj+1
) ∈ E

for j = 0, 1 . . . , i − 1 if there is an integer l and ver-
tices v0,v1, . . . ,vl ∈ V such that (vi−1,vi) ∈ E for
i = 1, 2, . . . , l. Then, path P is of length l. When v0 = vi,
P is a cycle. Some paths are called disjoint if they have
no common vertex. A path P is a U-rooted path if its
begin vertex is an element of U. A U-rooted path family
consist of disjoint simple U-rooted paths. If such a family
contains a path or a cycle which covers a vertex v it is said
to cover such vertex. A system ΣΛ is input connected if in
its associated graph G(ΣΛ) for every state vertex xi there
exists a direct path from the input set U.

For the sake of clarity we present an example of the graphic
representation of an structured system and we show some
of the concepts developed in this section.

Example 2. Consider an structured linear system given by
the following matrices:

A =

⎡⎢⎢⎢⎣
0 0 0 0 0
0 λ1 0 0 0
0 0 0 λ2 0
0 0 0 0 λ3

0 0 0 λ4 0

⎤⎥⎥⎥⎦ , and B =

⎡⎢⎢⎢⎣
λ5 0
0 λ6

0 0
0 0
0 λ7

⎤⎥⎥⎥⎦ (9)

The directed graph associated to the structured system (9)
is presented in figure (2)

One can notice that the graphic representation is rather
intuitive. The vertices are associated to the states and
inputs and the edges represent links between them. For
example, the two simple paths starting from vertices u2
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Fig. 2. Directed graph associated to the structured system
(9)

and x4 and arriving to vertex x5 represent the equation
x5(k + 1) = λ4x4(k) + λ7u2(k).
We can also verify that it is possible to find a maximum
of 2 U-rooted disjoint paths and that the system is input
connected. We notice that such U-rooted disjoint paths
cannot cover completely the state. These two remarks will
be important later.

Let us recall that the main interest in this work is to
find (all) T -periodic communications which preserve the
reachability of the extended plant. For this aim, the
method must allow us to explore all the possibilities of
choice for the inputs i.e. Mρ at every step k select every
input. In other words, we deal with the nominal system
(8).

Exploring all the possibilities for Mρ means that avail-
ability of each input must be verified at each step k. In
fact, if we analyse the evolution of an equation in 9 it
follows that at every sampling time we search all the U-
topped path families with length equals to the sampleing
time k. Indeed, if we consider that it is possible to store
last information, it is worth noting that actually what is
of real interest is the beginning and final vertex of such
paths at each step k. This brings us to the idea of create
a bipartite graph which relates the beginning vertices to
the corresponding ending vertices at every sampling time.
This idea help us to capture graphically the dynamic of
the instantaneous medium access.

3.2 Dynamic bipartite graph association to a directed
graph

In this section we introduce the bipartite graph which will
be useful in the determination of the access sequences.

In order to capture graphically the dynamic of the in-
stantaneous medium access for each step k, a particular
graph will be associated to the structured system ΣΛ

called dynamic bipartite graph. The dynamic bipartite
graph associated to the structured system ΣΛ is noted
Bk(ΣΛ) = (U ,X ;Wk). The vertex set U is associated to
the inputs and the vertex set X is associated to the states.
The edge set Wk is define as follows:

Wk = {W1,1, . . . ,Wi,k}|
Wi,k = (ui,k,xj), if there exist a path in G(ΣΛ)
of lenght k between ui and xj }

The index k must be fixed before constructing the dynamic
bipartite graph. Regarding the reachability issue we can
generate the following edge subsets for the digraph of the
figure 2 for k = 4. The edges were grouped into different
subset for the sake of clarity.

{W1,1;W2,1} = {(u1,1,x1); (u2,1,x2), (u2,1,x5)};
W2,2 = {(u2,2,x2), (u2,2,x4)};
W2,3 = {(u2,3,x2), (u2,3,x5), (u2,3x3)};
W2,4 = {(u2,4,x2), (u2,4,x4)}.

For this kind of bipartite graph attention must be paid
to those edges having the same vertices and belonging
to the same edge subset Wi,k. The dynamic bipartite
graph generated with the edges subsets calculated above
is depicted in figure 3 for k = 4.

In the case of reachability

Fig. 3. B4 dynamic bipartite graph associated to the struc-
tured system (9)

For this bipartite graph some definitions must be intro-
duced in order to understand the ideas developed in fol-
lowing sections.

• A matching is an edge setM ⊆ W such that the edges
in M are disjoint.

• A ωρ-matching is a matching taking at most ωρ

disjoint edges in each edge subsetWi,j for i = 1, . . . , p
and j fixed.

• The cardinality of a matching M is the number of
edges in it,

• In case |X | = |U| a ωρ-matching that covers all the
vertices is a complete ωρ-matching.

• A ωρ-matching M is maximal if it has a maximum
cardinality.

• A vertex sequence is a vertex subset S ⊆ Z such that
S = [s1, . . . , sj ] where

sj =

⎧⎪⎨⎪⎩
⎡⎢⎣ u1

...
ui

⎤⎥⎦
j

|ui ∈Wi,j ⊆M

⎫⎪⎬⎪⎭
for j = 1, . . . , k. Notice that only one sequence can
be generated by a maximal ωρ-matching

thus, in figure 3 (k = 4) for example, edges (u2,2,x2) ∈
W2,2 and (u2,3,x2) ∈ W2,3 are not disjoint. On the
contrary edges (u2,1,x2) ∈ W2,1 and (x2,y2,1) ∈ Wi,1

are disjoint. Moreover, a maximal 1-matching, (only one
communication channel at a time, ωρ = 1), may be
constituted of the following edges

{(u1,1,x1), (u2,1,x5), (u2,2,x2),
(u2,3,x3), (u2,4,x4)}

The vertex sequence generated by this maximal 1-
matching is

S =

{[
u1

0

]
,

[
0
u2

]
,

[
0
u2

]
,

[
0
u2

]
,

[
0
u2

]}
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Moreover, there exists a close relation between maximal
ωρ-matching in a dynamic bipartite graph and the max-
imal number of disjoint paths in a directed graph as it
is stated in the next Lemma (this relation is also proved
for a maximal matching in a normal bipartite graph, see
[Murota (1987)] )

Lemma 3. Let the system ΣΛ be the linear structured
system defined by (8) with its associated directed graph
G(ΣΛ) and dynamic bipartite graph Bk(ΣΛ). Following
statements are equivalents:

• there exists a family of disjoint U-rooted paths and
a cycle family covering all the state vertex set in the
associated directed graph G(ΣΛ),

• There exists a maximal ωρ-matching of size n with
ωρ = m in Bk(ΣΛ) for some k �= 0.

Proof. Suppose that there exists a complete matching M
on Bk for some k. Then the cardinality of the matching
M is equal to the number of vertices it covers, n. For each
xj ∈ X (1 ≤ j ≤ n), there is a unique sequence of disjoint
edges

(ui1,1,xj1), (ui1,2,xj2), . . . (ui1,l,xjp), . . . , (ui1,k,xjq )

contained in the matching which form a disjoint path
P = ui1 → xj1 → · · · → xjp , and a cycle family
Pc = xjp+1

→ · · · → xjq → xjp+1
in the associated directed

graph G. Thus a complete matching on Bk determines a
family of disjoint U-rooted paths Pj = ui1 → xj1 → · · · →
xjp and cycle families Pc,j = xjp+1

→ · · · → xjq → xjp+1

for j = 1, . . . , n and i = 1, . . . ,m on G
Conversely, suppose that there exists a family of disjoint
U-rooted paths covering all the state vertices on G. Then,
by the definitions given above concerning the disjoint edges
and the construction of the edge setW on Bk, it is possible
to construct a sequences of disjoint edges which form a
complete matching on Bk for some k �= 0.

�

4. SEQUENCES WHICH PRESERVE
REACHABILITY

In this section we give a graphical method to search
the communication sequences allowing the extended plant
to preserve reachability along a period of time T . We
recall the graphic conditions to guarantee reachability in
a structured system defined in (8) without communication
constraints. After this, we state the condition to preserve
the reachability in the case of a communication constraint.
Finally we explain how the communication sequences may
be chosen.

Let us studying the reachability of the extended plant 5.
Suppose that x(0) = 0 and that the extended plant 5
evolves from k = 0 to k = kf . Then

x(kf ) = R(0, kf ) · [ ū(0) ū(1) . . . ū(kf − 1) ]
T
,

where

R(0, kf ) = [Akf−1BMρ(0) A
kf−2BMρ(1) . . .
BMρ(kf − 1) ]T

The extended plant 5 is reachable on [0, kf ] if

rank(R(0, kf )) = n (10)

Actually, this is what is called the controllability from
de origin in discrete-time linear systems. Controllability

has been already studied on the context of structured
linear systems. In fact, the condition for a structured linear
system to be controllable states as follows [Lin (1974)]

Theorem 4. Let ΣΛ be the linear structured system de-
fined by (8) with associated graph G(ΣΛ) . The system (in
fact the pair (A,B)) is structurally controllable if and only
if:

a. the system ΣΛ is input connected,
b. there exists a family of disjoint U-rooted paths and

a family of cycles covering all the state vertex set in
the associated directed graph G(ΣΛ)

Such conditions remain unchangeable assuming the condi-
tion of equation 10. As the system is considered originally
reachable, input connection is assumed. Consequently we
concentrate in condition (b) of Theorem 4 which can be
expressed in terms of a maximal matching in the associated
bipartite graph Bk of system ΣΛ according to Lemma 3.

Proposition 5. Let ΣΛ be the linear structured system
defined by (8) with associated dynamic bipartite graph
Bk(ΣΛ). The system is structurally reachable in [k0, kf ],
for k0 = 0, if an only if in Bk(ΣΛ) there exists a maximal
and complete ωρ-matching of size n.

Proposition 5 can be easily proved considering results of
lemma 3 and those found in [Zhang (2005)] reformulated in
section 2. It is worth noting that in the dynamic bipartite
graph a maximal and complete ωρ-matching of size n could
not be unique. As a consequence different sequences Sj
may be generated for every maximal and complete ωρ-
matching found.

Then, according to proposition 5 every combination of
disjoint edges which form a maximal ωρ-matching of size n,
preserves the reachability of the system. Now, before select
a communication sequence we have to fix the constraint of
the communication medium ωρ. Now, we can propose the
following algorithm:

Algorithm 1. Let G(ΣΛ) the directed graph associated to
the structured system (8):

1. From the directed graph G(ΣΛ) determine the size k
of the maximal U-rooted path ,

2. Build the dynamic bipartite graph Bk(ΣΛ) for k (k
might be infinity, in such case fix k = n),

3. Set the constraint ωρ of the communication medium,
4. If there exists in Bk(ΣΛ) a maximal ωρ-matching M

of size n
4.1. then the output communication sequence ρ(k) is

given by the associated vertex sequence S formed
with the maximal ωρ-matching M

4.2. Else the system can not preserve the reachability
with the given communication constraint. If it is
possible put ωρ = ωρ + 1 and return to step 3.

In order to illustrate the selection of the communication
sequences we give the next example.

Example 6. Let the dynamic bipartite graph of figure 3 be
associated to the structured system 8 for k = 4. Suppose
the communication constraint imposed for this system is
ωσ = 1 only one channel access at a time. It is clear by
figure 3 that a maximal 1-matching of size 5 can be found.
In fact, the 1-matching of size 5 is given by
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{(u1,1,x1), (u2,1,x5), (u2,2,x2),
(u2,3,x3), (u2,4,x4)}

Then, vertex sequence associated to this maximal 1-
matching is

S =

{[
u1

0

]
,

[
0
u2

]
,

[
0
u2

]
,

[
0
u2

]
,

[
0
u2

]}
This is indeed the only acceptable sequence for this system
with the constraint of only one channel.

5. CONCLUSION

This paper dealt with the generation of communication
sequences which preserve reachability of a system with
communication constraints. To generate such sequences
an original method based on the structural analysis was
presented. Different communication sequences may be gen-
erated for different communication restrictions and in all
the cases the minimal admissible restriction is calculated.
The structural approach presented allows to get more
insight into the system’s limitations and possibilities to
generate successful communication sequences.

As it is well known, the reachability property of a system is
the dual of the observability property. Consequently, same
results are expected when we deal with a communication
constraint on the output side. In the FDI context, the
structural approach can give more insight when dealing
with the detectability of system and the generation of
communication sequences that preserves it.
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Murota, K. (1987). System Analysis by Graphs and
Matroids. Springer-Verlag, New York, U.S.A.

Reinschke, K.J. (1988). Multivariable Control. A Graph
Theoretic Approach. Springer-Verlag, New York, U.S.A.

Shousong, H. and Qixin, Z. (2003). Stochastic optimal
control and analysis of stability of networked control
systems with long delay. Automatica, 39(11), 1187–1884.

Tipsuwan, Y. and Chow, M.Y. (2003). Control methodolo-
gies in networked control systems. Control Engineering
Practice, 11(10), 1099–1111.

Wang, Y., Ye, H., Ding, S., and Wang, G. (2009). Fault
detection of networked control systems subject to access
constraints and random packet dropout. Acta Automat-
ica Sinica, 35(9), 1230–1234.

Yang, F., Wang, Z., Hung, Y., and Gani, M. (2006). H ∞
control for networked systems with random communica-
tion delays. Transaction on Automatic Control, 51(3),
511–518.

Zhang, L. (2005). Access scheduling and controller design
in networked control systems. Ph.D. thesis, University
of Maryland.

Zhang, L. and Hristu-Varsakelis, D. (2005). Lqg control
under limited communication. In Proceedings of the
44th IEEE Conference on Decision and Control and the
European Control Conference.

Zhang, L. and Hristu-Varsakelis, D. (2006). Communi-
cation and control co-design for networked control sys-
tems. Automatica, 42(6), 953–958.

Zhang, P. and Ding, S.X. (2006). Fault detection of
networked control systems with limited communication.
In 6th IFAC Symposium on Fault Detection, Supervision
and Safety of Technical Processes.

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

319



     

Comparison of control allocation methods in the presence of 
Failures for the High Altitude Performance Demonstrator 

 
V. Scordamaglia*, M. Mattei**, C. Calabrò*, A. Sollazzo***, F. Corraro*** 

�
* Department D.I.M.E.T, University of Reggio Calabria, Reggio Calabria, Italy  

** Department of Aerospace and Mechanical Engineering, Seconda Università degli Studi di Napoli, Aversa, Italy 
*** Guidance Navigation and Control Department, C.I.R.A- Italian Aerospace Research Center,Capua, Italy 

Abstract: This paper deals with the application of control allocation concepts to the High Altitude 
Performance Demonstrator (HAPD) unmanned aircraft studied at CIRA (Centro Italiano Ricerche 
Aerospaziali). Three different techniques aimed at preserving control performance on the three axes in 
the presence of multiple actuators, and possible faults are compared. An equivalent classical set of three 
virtual command surfaces is obtained and a Proportional Integral flight control system with H-infinity 
performance is first designed. A control allocator is then added to obtain a suitable distribution of the 
control action on the available surfaces also in the presence of failures. A first technique is based on the 
off-line calculation of a bank of control allocation matrices taking into account a family of aircraft 
linearized models which are representative of the operating conditions; a second technique is based on 
the on-line solution of a Quadratic Programming problem taking into account also control input 
saturations. The use of H-infinity controllers, scheduled with the possible actuator faults, is finally 
analyzed which directly assumes all the healthy control surfaces available to guarantee a suitable effort 
distribution. A comparison of the performance exhibited by the three techniques is made by means of 
numerical simulations involving the nonlinear mathematical model of the HAPD aircraft. 

Keywords: Control Allocation, Reconfigurable Control, H-infinity control, Flight Control, Fault-Tolerant 
system�

1. INTRODUCTION 

The idea of using reconfigurable control schemes to cope 
with actuator failures or control surface damages 
guaranteeing stability and limited performance degradation is 
not new to the literature see for example Tao et al. (2002), 
Kim at al. (2003), Pashilkar et al. (2006), Shin et al. (2004), 
Shin et al. (2006) and Suresh at al. (2005). Effectiveness of 
reconfigurable flight control schemes relies on an effective 
onboard fault detection, isolation and identification (FDI) 
system to provide accurate and timely fault information 
(Fig.1) and to the availability of control effectiveness after 
the fault occurrence. To counteract possible faults, but also to 
improve control efficiency, modern advanced aircrafts are 
often configured with redundant aerodynamic control 
surfaces and actuators. Control allocation in flight control 
system is aimed at managing how to distribute deflections of 
multiple control surfaces to generate required control efforts 
on pitch, roll and yaw.  With the increase of the number of 
redundant actuators, the problem of allocating controls to 
achieve desired moments on aircraft becomes more complex. 
The degrees of freedom introduced by actuators redundancy 
can be used at the control design stage to optimize some 
performance indexes, like minimum control effort, or to 
prioritize among the actuators. The literature on flight control 
with redundant actuators is quite rich having its first 
applications to canard-elevator configurations, Papageorgiou 
et al. (1997) and Thrust-Vectored Control, Reiner et al. 
(1996). Many control allocation algorithms have been 
developed in recent years including direct control allocation 

method (Durham, 1993), pseudo inverse based methods 
(Poonamallee, et al. 2004), daisy chaining method (Bolender 
et al. 2005), linear programming methods (Harkegard, 2002), 
quadratic programming based methods (Dorsett et al., 1996), 
(Nocedal et al. 1999), (Shtessel et al., 2002). 

 
Fig. 1 General Schematic of a reconfigurable control system 

In this paper, we consider the High Altitude Performance 
Demonstrator (HAPD, see Fig.2) aircraft which has been 
designed at CIRA (Centro Italiano Ricerche Aerospaziali). 
On this aircraft, having twelve aerodynamic surfaces, we 
compare three possible reconfiguration strategies taking into 
account the high level of redundancy offered by the 
aerodynamic surfaces, in the presence of possible control 
saturations and/or faults.  
The first approach is based on a two stage control design 
strategy usual for this kind of problems. First a set of 
equivalent virtual surfaces controlling the aircraft on the three 
axes is identified and a robust flight control law is designed 
assuming such a set of virtual inputs. Then a linear and static 
allocation method based on optimal projection is adopted. A 
novelty is the use of a family of linearized models, 
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representative of the aircraft operating envelope, for the 
design of the allocation matrix. The final implementation of 
this technique requires a time invariant linear controller and 
an allocation matrix both scheduled with the fault occurrence. 

 

 
Fig. 2 The HAPD and its twelve control surfaces 

The second approach is based on a so-called dynamic control 
allocation method which requires the on-line solution of a 
quadratic programming problem to define the distribution 
control effort over the redundant surfaces. By adding linear 
constraints to the optimization problem, it is also possible to 
account for saturations. 
The last approach is based on the design of a bank of full 
authority H-infinity controllers. Each controller of the bank 
makes use of all healthy control surfaces available. The 
overall control scheme requires a scheduling of the controller 
gains with the fault occurrence. 
The paper is organized as follows. The general control design 
problem and methodology adopted to design Proportional 
Integral H-infinity controllers is dealt with in Section II. The 
proposed reconfiguration strategies are described in Section 
III. Finally Section IV provides a description of the numerical 
simulations carried out to compare performance of the three 
reconfiguration strategies. 

2. THE CONTROLLER STRUCTURE AND DESIGN 

It is common to model aircraft as an LPV system to account 
both for nonlinearities and parametric uncertainties (Mattei 
and Scordamaglia, 2008). The presence of a parameter vector 
can account for the dependence of the aircraft linearized 
model both on the state and inputs, and on possible physical 
parameters. Hereinafter we consider the problem of designing 
a flight control law based on a fixed proportional-integral (PI) 
structure, integrated into a model following control scheme. 
We assume the following general model for the aircraft: 

� � � � � �
� � � �

p p p wp p up p

p p p wp p

x A x B w B u

y C x D w

� Q � Q � Q

� Q � Q

�

 
 (1) 

where pn
px �X  is the state vector, pm

pu �X  and pd
pw �X  

are the control and disturbance input vectors respectively, 
pl

py �X  is the vector of measured outputs, and qPQ� YX  

is a vector of parameters. We assume the following LTI 
reference model 

 

 
Fig.3 Closed loop System  
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M M M M
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y C x D r
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�
    (2) 

where Mn
Mx �X is the model state vector, Mmr�X  is the 

reference signal input vector. We also define a low 
dimensional virtual control input ph

dm �X  to be used as 
essential input for the flight control design, demanding the 
role of distributing effort on the available surfaces to a, 
possibly parameter depending, memory-less redistribution 
function  

� �,p du M m� Q .     (3) 

which is called control allocation function. 
We fix the structure of the PI multivariable controller, 
assuming full state accessibility  

I M M M I p

d p p M M I I

x C x D r G x
m K x K x K x

� � �

� � �

�

  
 (4) 

In
Ix �X  being the state of the multi-integrator, GI a matrix 

selecting the controlled outputs, and KP, KM , KI constant 
controller gains with proper dimensions.  
In case of partial state accessibility, we also consider a 
nonlinear observer of the state in the form: 
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� �

( )p p p up p p p

p p p

x A x B u L y y
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� Q � Q � �

� Q

�	 	 	

	 	
 

 (5) 

Systems (1)-(5) are connected as shown in Fig.3. 
To design a full envelope flight control system, an LPV H� 
approach with pole clustering can be adopted. LPV control 
allows to account for nonlinearities, parametric variations, 
and/or uncertainties. H� requirements are given to account 
for the presence of atmospheric disturbances and neglected 
dynamics; pole clustering helps avoiding high frequency and 
low damped modes in the closed loop. 
The controller design problem, including H� dynamic 
weighting filters, is approached on an enlarged plant that can 
be rewritten, with clear meaning of matrices as: 

� � � � � � � �
� � � �,

w u d

y z z

x A x B w B M m
P

y C x z C x D w� � �

� Q � Q � Q Q
Q�

� � Q � Q

�

 

(6) 

under the assumption that a control allocation policy (3) has 
been already chosen and linearized. 
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Defining with D � �min min max, , nZ [ D  the sub-region of the 
complex plane determined by a maximum natural frequency 

maxnD , a minimum damping coefficient min[  and a minimum 
decay rate minZ , the control design problem can be 
formulated as follows. 
Control Design Problem: Given system in (6), find a static 
output (system and filters states are excluded from measured 
outputs) feedback virtual control action in the form  

p

p p M I M y

I

x
u K K K x K y

x

� 
� �� � � C� � � �
� �� �

	

  (7) 

guaranteeing uniform exponential stability of the closed loop 
against all the time-varying realizations of the parameters 

PQ� , guaranteeing an H� performance level � on the 
w z��  I/O channel, and guaranteeing that the linearized 
closed loop poles belong to D � �min min max, , nZ [ D  PFQ� . 
With a certain degree of conservatism Problem 1 can be 
solved adopting the approach proposed in Mattei and 
Scordamaglia (2008), whereas the observer gain matrix L can 
be designed using the H� approach illustrated in Mattei et al. 
(2005). 
When the redistribution function M is assumed to be the 
identity, allocation is directly left to the flight controller 
(direct allocation method). It has been recognized however 
that this approach may suffer of control surfaces coordination 
problems. 
A possible simple solution to improve control effort 
distribution is based on an optimization method making use 
of pseudo-inversions (pseudo-inversion method). In facts it is 
quite natural to choose md to be three dimensional vector 
controlling angular rates along the coordinates axes. If we 
extract from upB  rows related to angular rates, say pqrB  the 

extracted matrix, we can then assume †
pqrM B� . This choice 

provides a solution to the following optimization problem. 
2

2
arg minp d

u
u J u N m� C � C    (8) 

with pqrJ B� , 3N I� . 
Since the input matrix can depends on the vector ¡, a 
reasonable choice to obtain a parameter independent 
redistribution matrix all over the operating envelope can be to 
compute it as 

†M J N� C      (9) 

with � � � �1 ...
TT T

pqr pqr pJ B BQ Q� � � � , 1,..., pQ Q being a 

representative set of values of the parameters vector 
� �3 3... TN I I� . 

3. ACTUATORS FAILURES ACCOMODATION USING 
REDUNDANCY: THREE DIFFERENT METHODS 

3.1 Method 1 – Pseudo inversion with scheduled distribution 
matrix 

In the event of actuator faults, aircraft dynamics suddenly 
change and a closed loop performance deterioration may take 
place very soon. If a given number NSF of possible faults are 

identified a-priori, a set of faulted dynamics can be evaluated 
and corresponding LPV model can be written in the form 

� � � � � �
� � � �

k k k k k
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f f f f nf
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f f
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� Q � Q � Q
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  (10) 

being knf
pu  the vector of healthy control inputs (which 

depends on the faulted condition), and kf
pw  the vector of 

disturbances including those possibly caused by faults. 
If for each fault scenario we find a redistribution matrix 
based on the pseudo-inversion strategy (9), we finally 
approach to a bank of allocation matrices 

†k

k

f
fM J N� C      (11) 

with � � � �1 ...k k

k

Tf fT T
f pqr pqr pJ B B� � � �Q Q , scheduled on the basis 

of the fault occurrence identified. 
It is worth to notice that also the structure of model reference 
(4) and the controller gains can be adapted to account for 
failures. In this case the complete controller-allocator system 
has to be scheduled. 

3.2 Method 2 –on line solution of the allocation problem 

The second solution does not require scheduling at the price 
of some on-line optimizations. It is assumed that the vector of 
control inputs can be partitioned into two vectors, namely unf 
(vector of healthy control inputs) and uf (vector of faulted 
control inputs). We denote as Hnf (Hf) the matrix mapping unf 
(uf) onto the time derivatives of the body frame angular rates 
p,q,r. H denotes Hnf in the absence of faults. We also assume 
that faulted inputs are measurable, and that M is the 
redistribution calculated with no faults according to (9). 
When the flight controller generates values of the virtual 
command md, the accommodation problem can be translated 
into the following quadratic programming problem subject to 
linear constraints 

2

2
min

. .
nf

d f f nf nfu

nf

H M m H u H u

s t u u u

C C � C � C

� �
  (12)  

u and u  being the lower and upper bounds on unf 
respectively. Actuators rate saturations can also accounted for 
as shown in Harkegard (2004). QP problem (12) can be 
efficiently solved by means of several reliable numerical 
tools. 

3.3 Method 3 – direct allocation with controller scheduling 

The third approach is based on direct allocation which means 
that the controller itself takes care of the distribution of effort 
among control surfaces. In order to increase resilience of the 
controller to fault occurrence, the following approach is 
adopted for the controller design.  
Assume the fault dependent family of LPV dynamics (10). 
For a given fault scenario and a given PQ� , the vector of 
virtual commands acting on the aircraft is 

� �k kf nf
d pqr pm B u� Q      (13) 

The vector of input can then be decomposed in two terms  
0

k k knf nf nf
pu u u\� �      (14) 
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where � �†
0

k knf f
pqr du B m� Q  is minimum norm control vector 

generating md. From (13) and (14) it follows that  
� � � �� �†k k k knf f f nf

pqr pqr pu I B B u\ � � Q Q    (15) 

It’s worth to notice that 0
k knf nf

pu u�  as knfu\  approaches to 
zero. A reasonable choice to improve distribution of control 
effort among healthy redundant surfaces is to minimize the 
following H� performance index at the controller design 
stage 

2 2

nf f
pu w\

  
   (16) 

where f
pw  may include the effect of faulted inputs. 

4. NUMERICAL RESULTS 

We consider the HAPD over-actuated aircraft shown in Fig.2. 
This is a demonstrator aircraft designed by CIRA in view of a 
possible high altitude long endurance flight (Cicala, 2009). 
Its main characteristics are reported in Tab.1. A complete 
nonlinear model of the aircraft (Cicala, 2008) has been used 
to test performance and robustness of the proposed allocation 
strategies.  
We assumed as controlled variables ¢, £ and ¤ which are 
mainly driven by ailerons, elevators and rudders respectively. 
The reference models chosen for the three control channels 
are parameter independent: 2( 1)

r
W s �

] �] � � , 
2( 1)

r
W s �

	 �	 � � , 2(2 1)
r

W s �
^ �^ � �  where ¢r, £r and ¤r are the 

requested values of the controlled variables.  
Reference models were assumed to be LTI; however, if 
needed, they could be scheduled with actuators faults to cope 
with reduced aircraft manoeuvrability. Dynamic weighting 
We filters were chosen to specify the frequency range of 
interest for the H-infinity performance. In particular first-
order low-pass filters with a cut-off frequency of 2 Hz were 
adopted.  
To take into account the dynamic response of the actuators 
and possible limitations of the control system hardware time 
response, we chose as pole clustering region D(0,0.7,17). 
With such a choice no constraint on the maximum time 
constant was imposed (¥min=0), whereas a desired speed of 
response on the I/O channels of interest was imposed by the 
reference models. As for the maximum natural frequency and 
the minimum damping coefficient, these are limited by 17 
rad/s and 0.7 respectively, to avoid  problems in the 
numerical implementations of the controller and low damped 
closed-loop modes. 
We considered 18 design points in the operating envelope 
with a true air speed within the interval [15,25] m/s and an 
altitude between 300 m and 1000km.  

Table 1.  Specification of Aircraft HAPD 

Parameters Value Units 
Wing Area 13.5 m2 
Wing Span 16.55 m 

Mean Chord 0.557 m 
Mass 184.4 kg 

Maximum altitude 1000 m 
Maximum speed 30 m/s 

Numerical simulations with the full nonlinear model of the 
aircraft were performed starting from several trimmed 
forward flight conditions.  
We report results obtained considering 10 deg doublets on the 
controlled variables. 
Figs.4(a-c) shows the response obtained for the whole family 
of plants considered in the operating envelope, in the absence 
of faults.  
Dashed line represent the reference input. Diamonds denote 
the output of the reference model. Black solid lines are the 
results obtained applying the three allocation methods 
proposed in Section 3. A substantial equivalence of the 
performance offered by the three methods can be observed. 
Fig.5 shows a comparison of the closed loop responses in the 
presence of a pitch maneuver and of an abrupt fault. In 
particular at time t = 2s both outboards and middle-boards 
elevators suddenly return to zero position.  
Numerical simulations start from trim condition at an altitude 
of 300 m and a true air speed of 17 m/s. Dashed-dot line 
represent the reference model behavior; black solid line 
represent the response obtained in the absence of any failure 
accommodation strategy; squares, triangles and circles are 
obtained considering as accommodation strategy Method 1, 
Method 2 and Method 3 respectively.  
Figs.6 (a-n) show surfaces deflections during the above 
mentioned pitch maneuver adopting Method 1 (squares) , 
Method 2 (triangles) and Method 3 (circles). Black solid lines 
denote surface deflections in absence of any failure 
accommodation strategy. Dashed lines denote deflection 
limits. 
It is worth to notice from the analysis of Fig. 5 that the 
controller was not able to compensate the fault maintaining 
acceptable levels of performance without an accommodation 
strategy. On the other hand all the failure accommodation 
schemes considered allow obtaining satisfactory levels of 
maneuverability in the presence of the simulated fault.  
In particular methods based on scheduling proposed in 
Section 3 exhibit performance which are practically 
equivalent, whereas the accommodation strategy based on the 
on-line optimization offers best performance due to the 
possibility to manage control saturations. 
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Figs.4(a-c) Time Responses for ¢ during roll maneuver, 
for £ during pitch maneuver and for ¤ during yaw 
maneuver (results of three different simulations) 
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Fig.5 Comparison of time responses for £ during pitch 
maneuver in presence of Faults on both outboards and 
middle-boards elevators  
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Figs.6(a-n) Comparison on surfaces deflections during pitch maneuver in presence of faults on both outboards and middle-
boards elevators 
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Abstract: The criticality of embedded systems requires to guarantee a suitable level of reliability. One of 
the principal problems encountered when we study the reliability of these systems is the taking into 
account efficiently and in realistic way of time constraints to which they are subjected. In this article, we 
propose a reliability analysis approach of embedded systems which is pressed on a formal framework 
based on equivalence between reachability in Time Petri-nets and the provability of a TCTL formula. 
The translation of the Time Petri-net into TCTL enables us to propose a new formal definition of the 
concept of scenario which takes the system towards a feared (dangerous) state, from a normal functioning 
state, in order to understand the reasons of the drift which can have dramatic consequences for the system 
and the user. 

Keywords: Embedded systems, Reliability, Time constraints, Time Petri-nets, TPN-TCTL. 

 

1. INTRODUCTION 

An embedded system is a system controlled by a calculator 
combining various technologies (mechanics, hydraulics or 
electric). It must answer several requirements of which the 
criticality, which, requires to guarantee the major challenge: a 
suitable level of reliability.

The traditional methods of reliability reach quickly their 
limits: The combinative methods (failure trees, reliability 
diagrams) only make it possible to identify and evaluate the 
events combinations leading to the catastrophe occurrence. 
They do not hold account about occurrence of the events 
which compose them. This excludes any possibility of taking 
into account the dependence and times between events. 
Methods based on discrete events systems, answer well the 
problems of order between events (Petri-nets) but are limited 
by the combinative explosion problem (because of the use of 
the reachability graph) [Sadou 2007]. 

To circumvent the problems arising from an enumerative 
approach founded on the markings graph, the approach 
suggested by Khalfaoui [Khalfaoui 2003], is based on the 
linear logic which makes it possible to build a partial order of 
transitions firings and uses directly the Petri-net model 
without generating the associated reachability graph, to 
extract scenarios taking the system towards a critical 
condition (called : feared scenarios) which are indeed, 
unknown during the design phase of embedded systems. To 
implement the approach, an algorithm of search for feared 
scenarios is proposed [Khalfaoui 2003], by coupling the 
Petri-net model describing nominal operation, the failures 
and reconfiguration mechanisms, with differential equations 
representing the evolution of continuous variables of the 
system energy part. The limits of this algorithm are due to the 

fact that it operates only on the discrete aspect of the model 
and that many incoherent scenarios with respect to continues 
dynamics are generated.  
Moreover, the occurrence order, due to this continuous 
dynamics of events is not taken into account [Sadou 2007]. 

In [Medjoudj 2006], Medjoudj took again the approach of 
Khalfaoui by working out a new version of the algorithm to 
determine more precisely, by a time Petri-net model, the 
exact conditions of the feared event occurrence. The 
continues part is partially taken into account by time 
abstractions of continuous dynamics, which makes it possible 
to eliminate a number of scenarios generated in the first 
version and which are incoherent with continues dynamics, 
but not totality.  

2. FEARED SCENARIOS GENERATION 
APPROACH 

In front of the limits of these approaches of embedded 
systems design, Sadou in [Sadou 2007] proposed an approach 
in which feared events define reliability requirements and 
taking them into account must lead to a design of a system 
able to avoid these events. The determination of feared 
scenarios and their analysis make it possible to propose 
solutions and to evaluate them. The method of search for 
feared scenarios is pressed on a formal framework which is 
linear logic [Girard 1987]. A quantitative analysis makes it 
possible to determine a partial order of transitions firings and 
thus to extract directly feared scenarios from the Petri-net 
model. Linear logic allows to focus the analysis on the 
interesting parts of the system from a reliability point of 
view, thus avoiding the exploration of the complete system 
and the eternal combinative explosion problem [Sadou 2007]. 
At the occurrence of an event which can endanger users life, 
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some system requirements are carried out in order to maintain
the system in a degraded but sure state. It is possible that the 
configuration fails leading the system in a state called feared 
state which can have dramatic consequences for the system 
and the user [Sadou and al 2006a]. 

2.1  Scenario Formalization with Petri-nets and Linear Logic 

To translate Petri-nets into linear logic, the fragment MILL 
(Multiplicative Intuitionnist Linear Logic) contains the 
necessary connectors. 
The connector � is used to represent resources accumulation 
(the formula a � b � b expresses the availability of a copy of 
the resource ‘a’ and two copies of the resource ‘b’) and the 
linear implication (represented by the symbol —�) allows to 
take into account the production and the consumption of the 
resources. For example, the formula ‘a—�b’ represents the 
consumption of the resource ‘a’ to produce the resource ‘b’ 
[Sadou 2007]. 

A Petri-net transition is represented by an implicative 
proposition which can be consumed during the proof, which 
will indicate that the transition is actually firing. A logical 
formula is associated with each marking and each transition. 
A marking corresponds to the simultaneous presence of 
tokens in a set of places, to each place corresponds an atomic 
proposition.  

A transition expresses a relation of causality between two 
marking formulas. It is translated by an implicative formula 
(the connector —�). The left side of the formula establishes 
minimal marking to fire the transition, while the right side 
represents the marking reached after the firing of this 
transition from minimal marking [Medjoudj 2006]. The 
translation of a Petri-net in linear logic is done in the 
following way: 

• An atomic proposition P is associated with each 
place P of the Petri-net. 

• A monomial, using the multiplicative conjunction 
�, is associated with each marking, Pre( ) Pre-
condition and Post (  ) Post-condition of transitions. 

• For each transition t of the Petri-net, a implicative 
formula is defined in the form: 

A scenario can be represented by one sequent of linear logic. 
Reachability between two markings M0 and Mf is represented 
by this sequent. The left part of sequent contains the list of all 
firings of transition allowing to reach marking Mf from M0
marking. This part of sequent contains also the formula 
representing initial marking. The right part of sequent (the 
conclusion) contains the formula representing final marking. 
Sequent expresses reachability between M0 and Mf markings. 
It is written in the form : M0, t1, …, tn� Mf [Sadou 2007]. 

Proving a sequent consists in showing that it is syntactically 
correct. Since there is equivalence between reachability in a 
Petri-net and the provability of sequent in linear logic, the 

proof of sequent can be expressed by the construction of a 
proof tree [Medjoudj 2006]. 
Each node of the tree is one sequent premise simpler than its 
conclusion. A sequent is provable if and only if there exists a 
proof of which it is the root. The construction of a proof tree 
of sequent is an iterative step which consists in eliminating in 
each stage each drawn transition after checking that the atoms 
necessary to its firing are available (produced). This stage 
must be carried out once with each firing of a transition. It 
makes it possible to determine the relations of precedence 
imposed by the structure and the marking of the Petri-net. For 
each atom, the application of the iterative stage determines 
the transition which produced the atom and which consumed 
it [Sadou 2007]. 

2.2  Proof Tree Labelling 

The proof of a sequent gives a proof tree for each sequence of 
firing transitions. The partial order between these firings is 
implicitly present in the proof tree and defined formally by a 
scenario. To clarify it, Nicolas Rivière in [Rivière 2003] has 
introduced the following labelling process: 

Annotation of the rules: Each time the rule: —�L (which 
eliminates an instance of formula describing a firing of 
transition) is applied, a label with the name of the transition 
corresponding to the eliminated implicative formula is 
associated. When a transition is fired several times, we put by 
exposing an index equal to the number of firings carried out. 
Thus the label tj

i means that it is the jth elimination of a 
formula associated with the transition ti. That makes it 
possible to differentiate the firings of the same transition.  

Annotations of the atoms: Each atom of a current stage is 
labelled differently according to whether it is on the left or on 
the right of sequent to prove. When this atom is on the left, 
this label is that of the rule which produced it. When it is on 
the right, it takes the label of the rule which consumed it. So 
that all the atoms have a label, the atoms associated with 
initial marking of the scenario are labelled by events Ii

(representing firings having produced the corresponding 
tokens) and the atoms of final marking by Fj events 
(representing crossings having consumed the corresponding 
tokens). These added labels have the advantage of allowing 
the composition of scenarios [Rivière 2003]. 

2.3  Illustration of the Annotated Proof Tree 

2.3.1 Scenario
The definition of a scenario is based on the concept of event 
and the relations between the events. 

Definition 1. (Event): Let be a Petri-net (P, T, Pre, Post), M0
its initial marking. An event is a particular firing of a 
transition t T. the set of events is noted E. For example, if 
during an evolution of the Petri-net from M0 the transition ti
is fired for the jth time, we will say that it is the occurrence of 
the event ei

j. 
Definition 2. (Scenario): A scenario sc, noted sc = (l, sc) 
associated with the Petri-net P and the couple M0 and MF
markings, is a set of events l provided with a strict partial 

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

327



order sc defined on the events of  l. If for e1, e2 l we have 
e1 e2, that wants to say that the event e1 precedes the event 
e2 in the scenario sc [Sadou and al 2006b]. 

2.3.2 Example 
Let be the Petri-net of figure (Fig. 1) presented in [Sadou 
2007]. The figure (Fig. 2) shows the construction of the proof 
tree, for sequent:  P1 � P2 , ta � tb � tc � P3 � P4 . This tree 
corresponds to a particular firing of the sequence (a, b, c). 

Fig. 1. Petri-net model: initial and final markings 

Fig. 2. Proof tree 

3. OUR APPROACH 

From all these reports, and to circumvent the combinative 
explosion problem of the reachability graph of an embedded 
system, The proposed approach in [Khalfaoui 2003], 
improved and implemented in [Medjoudj 2006] and [Sadou 
2007] and which is based on the extraction of feared 
scenarios from a Petri-net model, seems to us well adapted to 
face the increasing complexity of embedded systems. 
Moreover, natural parallelism of Petri-nets is not preserved 
by the traditional analysis methods such as model-checking 
which is one of the reasons which can bring to the 
combinative explosion problem. 

The description of the scenarios which take the system 
towards the feared state from a normal functioning state 
makes it possible to understand the reasons of the drift in 
order to envisage the necessary configurations which make it 
possible to avoid them. 

In this article, we propose a new formal definition, of this 
concept of scenario. Our approach of search for feared 
scenarios is based on a formal framework which is TCTL 
logic, a new representation of the Petri-net model. For a good 

taking into account of time constraints, Time Petri-nets model 
(TPN) is selected. The representation of the scenario in 
logical form is done by a TCTL formula. The translation of 
the Time Petri-net into a TCTL formula will then enable us to 
formalize the concept of scenario and its properties. 

3.1  TCTL : Timed Computation Tree Logic 

In the real time field, time requirements are divided more 
precisely into two categories: 
- Requirements where time is expressed in a qualitative (or 
logic) way. It is not considered whereas a partial order 
between events. 
- Requirements where time is expressed in a quantitative 
way. We consider in this case the order of the events but also 
the time distances between them. 

TCTL is an extension of CTL which integrates quantitative 
time constraints. TCTL is a temporal language (causality 
relations) and time (quantification of time besides the 
causality relations). 

3.2  Time Petri-nets (TPN) 

The checking of the time constraints is in particular difficult 
to realize by traditional tests, since it would be necessary in 
theory to test infinity of different time sequences. An 
alternative is then to build a time-lag formal model of the 
system. The sure design and the development of complex 
dynamic systems require in particular their modelling 
according to a rigorous and nonambiguous formalism. To this 
end, many formal languages were developed since the middle 
of last century. Among those, Time Petri-nets (TPN) 
constitute a powerful tool of design and analysis, particularly 
adapted to the description of dynamic systems. The language 
rises from the traditional Petri-nets by the addition of time 
constraints, in the form of an interval, on the occurrence of 
the events. More precisely, we place ourselves here within 
the framework of T-time Petri-nets (i.e. associating temporal 
information with transitions), in dense time. In TPN, places 
generally model a state of the system whereas transitions 
represent events or the validation of conditions; system 
evolution is modelled by the transit of tokens between the 
places. A marking of the network is then a vector 
such as for any place , M (p) represents the number of 
tokens in the place p., a transition t is sensitized by marking 
M if any place upstream of t contains at least as many tokens 
as indicated by the weight of the arc connecting this place to 
t. The transition t can then be fired if it is continuously 
sensitized since a duration at least equal to a(t) (its date of 
firing as soon as possible). The choice of strong semantics 
imposes that t must be fired at the latest at the date b(t), its 
date of firing at the latest (unless being desensitized 
meanwhile by the firing of a transition). 

A transition t is sensitized by marking M if any place 
upstream of t contains at least as many tokens as indicated by 
the weight of the arc connecting this place to t : . It is 
noted in this case: . 
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The transition t is lately sensitized by the firing of a transition 
tf since marking M, which is noted , if it is 

sensitized by marking but was not it by marking 

. Formally: 

By extension, the set of transitions lately sensitized by the 
firing of the transition tf since marking M is noted 

. It defines the set of transitions whose 
clocks are given to zero by the firing of tf. 

TPN semantics is defined as a TTS (Timed Transition 
System) whose states are formed by the association of a 
marking M and valuation of clocks v, v(t) representing the 
time passed since the last sensitizing of the transition t 
[Seidner 2009]. 
In TPN semantics, the transition relation is made up of: 
The relation of discrete transition defined for all tf T by: 

The relation of continues transition defined for all 
by : 

3.3  TPN-TCTL Logic 

The report which we can make today is that no direct method 
(i.e. without translation into timed automata) was proposed 
for the checking of quantitative time properties on TPN. 
Moreover, no tool of model-checking (i.e. allowing from the 
model of a system S and a property �, to decide S |= �) is 
available whereas several effective methods and tools 
allowing the checking of properties expressed with TCTL 
logic exist on timed automata: Uppaal, Kronos. 

In [Boucheneb and al 2009], a TCTL for Time Petri-nets 
(TPN-TCTL) is defined. The time intervals represent time 
constraints on a sequence of firings transitions. 

Syntax.(TPN-TCTL) The syntax of TPN-TCTL 
formulas is given inductively by the following grammar: 

�
� := P | ¬� | � � � |�� UI  � | �� UI �

where: I � I(Q+) is a time interval,  P � PR,  and PR = {P | 
P : M 	 {true, false}} is the set of the propositions on 
markings of the TPN. The following abbreviations are 
used: 
�
I� = �true UI�, �
I� = �true UI �,  
� I� = ¬�
I ¬��	 and � I� = ¬�
I ¬�.

We also define the bounded answer formula by:  
         ����~~›I  W = ����  (���� ���� ����XI W).

which expresses that when the formula � becomes true, the formula �
must become true in a time interval I. Where:
For the operator � : «finally», the formula is true if it is 
checked in a future state of the way. 
For the operator : «globally», the formula is true if it is 
checked in all the following states of the way. [Traounouez 
2009]. 

3.4  Formalization of  Scenario with TPN and TPN-TCTL 
Logic 

In our approach, we propose that a logical formula is 
associated with each marking and each transition of the TPN. 
A marking corresponds to the simultaneous presence of 
tokens in a set of places, to each place corresponds an atomic 
proposition. A transition expresses a relation of causality 
between two marking formulas. The left side of the transition 
establishes minimal marking to fire the transition, while the 
right side represents the marking reached after the firing of 
this transition from minimal marking. 

The translation of a TPN into TCTL is done in the following 
way: 
- A proposition M(P) is associated with each place P of the 
TPN, it is the marking of the place P. 
- Each transition ti of the TPN will be represented by the 
formula: 

M[Pi (J)] = k ��������



Ii����M[Po (J')] = k' 
With:  
J, J' : label of the rule which produced the token, J=I for 
initial marking and J=F for final marking. 
k, k' : tokens number (copies number of the same resource) 
Ii : time interval associated with the transition ti. 

Ii : « Next » operator of TCTL logic. 

- A scenario will be considered as an execution M (a sequence 
of transitions: continuous transitions make it possible to run 
out time whereas discrete transitions correspond to firings of 
a transition of the Time Petri-net). M�(r) is the state reached 
in the sequence M after a time of r units of time. 

The execution M (the scenario) can be represented by a 
bounded answer formula. Reachability between two markings 
M0 (the initial state) and Mf (the final state) is represented by 
this formula: 

����~~›I  W = ����  (���� ���� ����XI W)

The left part of the formula can be translated during the proof 
of the scenario, by the list of all firings of transitions making 
it possible to reach marking Mf (the formula W) from M0

marking (the formula ����) in a time interval I. 

We propose to lead the proof of the bounded answer formula 
by the construction of a proof tree. A TPN-TCTL formula is 
provable if and only if there exists a proof of which it is the 
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root. The construction of a proof tree is an iterative step 
which consists in eliminating in each stage each transition 
fired after checking of its time interval and that atoms 
necessary to its firing are available (produced). It makes it 
possible to determine the relations of precedence imposed by 
the structure and the marking of the TPN and to determine 
the execution time of the scenario. For each token, the 
application of the iterative step determines the transition 
which produced the token. 

3.4.1  Illustration of the Proof Tree 

3.4.1.1  Scenario
The definition of a scenario is based on the concept of event 
and the relations between the events. 

Definition 1. (Event): Let be a Time Petri-net (P, T, Pre, 
Post), M0 its initial marking. An event is a particular firing of 
a transition t T in a time interval I. the set of events is noted 
E. For example, if during an evolution of the time Petri-net 
from M0 the transition ti is fired for the jth  time, we will say 
that it is the occurrence of the event ei

j(Ii).
Definition 2. (Scenario): A scenario sc, noted sc = (l, scI) 
associated with the Time Petri-net P and the couple M0 and 
Mf markings, is a set of events l provided with a strict partial 
order scI defined on the events of l. If for e1, e2 l we have 
e1 I  e2, that wants to say that the event e1 precedes the 
event e2 in the scenario sc and that e1 occurs I units of time 
before e2. 

3.4.1.2  Example 
Let us take again the Petri-net of figure (Fig. 1). In order to 
extend this Petri-net to a time Petri-net (TPN), we associate 
the time intervals I1, I2 and I3 respectively with the transitions 
a, b, and c. With: I1 < I2 < I3 , as shown in the Figure (Fig. 3). 

Fig. 3.  Time Petri-net

We note: 
I1 = [tmin(a) , tmax(a)]. 
I2 = [tmin(b) , tmax(b)].  
I1 = [tmin(c) , tmax(c)]. 

We note also: 
tmin(a) < tmin(b) < tmin(c), and , 
tmax(a) < tmax(b) < tmax(c) . 

- The transition a can be fired in Ta units of time, with:  
tmin(a) Y Ta Y tmax(a) ; 

- The transition b can be fired in Tb units of time, with:  
tmin(b) Y Tb Y tmax(b) ; 

- The transition c can be fired in Tc units of time, with:  
tmin(c) Y Tc Y tmax(c) . 

We choose strong semantics of Time Petri-nets (TPN) which 
imposes that a transition t must be fired at the latest at its date 
of firing at the latest : tmax(t). 

• The transition a of the TPN will be represented by 
the TCTL formula : 

M[P1 (I)] = 1 ��������



Ta����M[P3 (a)] = 1 

• The transition b of the TPN will be represented by 
the TCTL formula : 

M[P2 (I)] = 1 ��������



Tb M[P3 (b)] = 1 

• The transition c of the TPN will be represented by 
the TCTL formula : 

M[P3 (a,b)] = 2 ��������



Tc M[P4 (c)] = 1 

The figure (Fig. 4) shows the construction of the proof tree, for 
the following TPN-TCTL formula: 

((M[P1 (I)]=1)^(M[P2 (I)]=1)) ~~›Ta+ Tb+ Tc((M[P3 (F)]=1) ^   
(M[P4 (F)]=1)) 

                                                                                                                M[P3 (F)] = 1                     M[P4 (F)] = 1
                                                                                            id                                                       id 
                       M[P3 (a)] = 1 ����



Tc����M[P4 (c)] = 1                    M[P3 (F)] = 1                     M[P4 (F)] = 1

                                                                                                                                                              =>c1                                           
                                                                                                    (M[P3 (a)] = 1) ̂  (M[P3 (b)] = 1) ����



Tc����M[P4 (c)] = 1              
                                                                                                   id                                                                                       =>c1                                      
                       M[P2 (I)] = 1����



Tb����M[P3 (b)] =1  M[P3 (a,b)] = 2 ~~› Tc((M[P3 (F)] = 1) ̂  (M[P4 (F)] = 1))                                             
                                                     id                                                                                                                                     =>b1                                  
M[P1 (I)] = 1����



Ta����M[P3 (a)] =1    ((M[P2 (I)] = 1) ̂  (M[P3 (a)] = 1)) ~~› Tb+ Tc ((M[P3 (F)]=1) ̂  (M[P4 (F)] = 1)) 
                                                                                                    =>a1

( (M[P1 (I)] = 1) ̂  (M[P2 (I)] = 1) ) ~~›Ta + Tb+ Tc ((M[P3 (F)]=1) ̂  (M[P4 (F)]= 1) )

Fig. 4.  Proof tree 

This tree corresponds to a particular firing of the sequence 
(a(I1), b(I2), c(I3)). The execution time of the scenario can thus 
be estimated: Ta + Tb + Tc units of time. 

4. CONCLUSION 

In this article, we presented the limits of the principal 
approaches of sure design of embedded systems, we 
explained our approach to take into account time constraints 
to which are subjected the embedded systems, in a realistic 
and effective way, in order to undertake a reliability study on 
these systems. 

Our approach is based on TCTL logic as formal framework, 
which makes it possible to consider the order of events but 

p1

a

p2

p3

p4

b

c

(I1) (I2)

(I3)
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also the time distances between them. This formal framework 
is based on equivalence between reachability in Time Petri-
nets (TPN) and the provability of a TPN-TCTL formula. The 
translation of the Time Petri-net into TCTL enabled us to 
propose a new formal definition of the concept of scenario 
which takes the system towards a feared (dangerous) state 
from a normal functioning state and to estimate its (dense) 
time of execution. 
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Abstract: In order to improve reliability of wind turbines, it is important to detect faults in their
very early occurrence, and to handle them in an optimal way. This paper focuses on the pitch
sensors of the turbine blade system, as they are mainly used for wind turbine control, in order
to maximise the power production, and the efficiency of the whole process. On the other hand,
as the input–output behaviour of the system under diagnosis is nonlinear, this work suggests a
modelling scheme relying on piecewise affine models, whose parameters are identified through
the acquired input–output measurements affected by measurement uncertainty. Therefore, these
prototypes are exploited for generating suitable residual signals, which allow the detection
and the isolation of the considered sensor faults. This noise rejection scheme is used since the
wind turbine measurements are not very reliable, due to the uncertainty of wind speed acting
on the wind turbine, and to the turbulence around the rotor plane. A detailed benchmark
model simulating the wind turbine where realistic fault conditions can be considered shows the
effectiveness of both the identification and fault diagnosis techniques.

1. INTRODUCTION

The key step towards system supervision, monitoring,
diagnosis, and control design is to find a suitable math-
ematical description of the process under investigation.
In some cases system modelling based on insight on the
physical laws, which govern the real process behaviour
might be cumbersome and practically infeasible. On the
other hand, input–output process measurements can be
successfully used to infer analytical descriptions of the
system in the framework of a parametric structure, which
possess approximation properties with respect to the com-
plex, nonlinear, unknown analytical functions that are
amenable as candidate to describe the real behaviour of
the observed process (Juditsky et al. [1995]). So, the choice
of the parametric structure become an important and
difficult step towards the system identification, especially
when the behaviour of the target process is nonlinear, as it
is common by far in real world applications (Billings and
Voon [1983]). As matter of fact, nonlinear models have
received great attention by researchers, as they can over-
come limits of linear models to describe complex processes,
often encountered in fault diagnosis–oriented applications
(Chen and Patton [1999], Korbicz et al. [2004]).

The mathematical treatment of nonlinear models follows
different approaches and cover topics ranging from ap-
proximation theory, estimation theory, non–parametric re-
gression to the most modern techniques based on use of
neural networks, wavelets, and fuzzy models (Sjöberg et al.
[1995]). The modelling approach suggested in this work

� Corresponding author.

refers to a nonlinear process, namely a wind turbine, which
operates at different regimes, in which distinct models can
be associated to each admissible operating condition. A
switching function governs the transition among different
models or interpolations of models. Such mathematical
descriptions are referred in current literature as hybrid
models.

This paper suggests a fault diagnosis strategy based on
dynamic, discrete–time, time–invariant, affine models de-
scribing locally the behaviour of the monitored wind tur-
bine in its different operating regimes. This type of models
have been formerly proposed by Simani, et al., and used in
stochastic environment for time series model identification
(Fantuzzi et al. [2002]).

Concerning the fault diagnosis issue, symptoms are signals
representing inconsistencies between the model and the
actual system being monitored. Any inconsistency will
indicate a fault in the system. Residual must, therefore, be
different from zero when a fault occurs and zero otherwise.
However, the deviation between the model and the plant
is influenced not only by the presence of the fault but
also the modelling error. Several techniques had been pro-
posed for Fault Detection and Isolation (FDI) in dynamic
systems (Chen and Patton [1999], Korbicz et al. [2004]).
In particular, in this work, the hybrid modelling scheme
is combined with the model–based method to formulate
a FDI technique exploiting the identified piecewise affine
prototype (Fantuzzi et al. [2002]) for residual generation.
Under such a scheme, a number of local affine models are
designed and the estimate of outputs is given by a fusion of
local outputs. The diagnostic signal (symptom or residual)
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is the difference between the estimated and actual system
output.

In this paper, the different operating points are self–
selected with a clustering method presented in (Babuška
[1998]). On the basis of knowledge of the operating point
regions, the identification of the structure, and the pa-
rameters of each local affine dynamic model has been
performed (Fantuzzi et al. [2002]). This modelling scheme
is used here since the wind turbine measurements are
not very reliable, due to the uncertainty of wind speed
acting on the wind turbine, and to the turbulence around
the rotor plane. A detailed benchmark model simulating
the wind turbine where realistic fault conditions can be
considered shows the effectiveness of both the proposed
identification and fault diagnosis techniques.

The remainder of this paper is organised as follows. Section
2 recalls the structure of the exploited multiple model.
Section 3 shows the design of the diagnostic scheme for
the FDI of dynamic systems. The application of the FDI
approach to the wind turbine is described in Section 4. The
example demonstrates the effectiveness of the technique
proposed. Finally, some concluding remarks are included
in Section 5.

2. HYBRID MODELLING AND IDENTIFICATION

The main idea underlying the mathematical description of
nonlinear dynamic systems is based on the interpretation
of single input–single output, nonlinear, time–invariant
regression models such as:

y(t+ n) = F
(
y(t+ n− 1), · · · , y(t), u(t+ n− 1), · · · , u(t)

)
(1)

with t = 0, 1, . . .. u(·) and y(·) belong respectively to
the bounded input U and output Y sets, n is the finite
system memory (i.e. the model order), and F (·) is a
continuous nonlinear function defining a hypersurface from
a An to Y, being An the Cartesian product Un×Yn. The
identification of the nonlinear system can be translated
to the approximation of its mathematical model given by
(1) using a parametric structure that exhibits arbitrary
accuracy interpolation properties. A piecewise model de-
fined through the composition of simple models having
local validity is the natural candidate to perform this
task, as it combines function interpolation properties with
mathematical tractability.

In the following, the proposed piecewise structure is re-
called and briefly discussed.

2.1 Piecewise Affine Structure

The piecewise model is formed by a collection of paramet-
ric submodels of the type:

y(t+n) =
n−1∑
j=0

α
(i)
j y(t+j)+

n−1∑
j=0

β
(i)
j u(t+j)+b(i), t = 0, 1, . . .

(2)
in which the system operating point is described by the
input and output samples y(t+ n− 1), · · · , y(t) and u(t+
n−1), · · · , u(t), that can be collected with a vector xn(t) =
[y(t), · · · , y(t+n−1), u(t), · · · , u(t+n−1)]T . The switching
function χi

(
xn(t)

)
, i = 1, . . . ,M is

χi

(
xn(t)

)
=

{
χi

(
xn(t)

)
= 1 if xn(t) ∈ A(i)

n

χi

(
xn(t)

)
= 0 otherwise

(3)

where {A(1)
n , . . . ,A(M)

n } is a partition of An, whose struc-
ture will be characterised in the following.

Thus, the output y(t+n) of the nonlinear dynamic system
described by (1) can be approximated by the piecewise
affine model f(·) in the form:

y(t + n) = f
(
xn(t)

)
=

M∑
i=1

χi

(
xn(t)

)
[xn(t), 1]Ta(i)

n (4)

where the model parameters are collected in the vector

a(i)
n = [α

(i)
0 , . . . , α

(i)
n−1, β

(i)
0 , . . . , β

(i)
n−1, b

(i)]T . It is worth-

while noting that the model is affine in each A(i)
n , a(i)

n

being the affine submodel parameters.

2.2 Local Model Identification

It is assumed that the input–output data u(t) and y(t),
(t = 0, 1, , . . . , Li) generated by a system of the type of
(2) are available. Restricting the investigation also to find

order n and parameters a(i)
n for local model in the form of

(2) in region A(i)
n , the following matrix should be defined:

X
(i)
k =

⎡
⎢⎢⎢⎣

y(k) xT
k (0) 1

y(k + 1) xT
k (1) 1

...
...

y(k + Ni − 1) xT
k (Ni − 1) 1

⎤
⎥⎥⎥⎦

(5)

Σ
(i)
k =

(
X

(i)
k

)T

X
(i)
k

with k + Ni − 1 ≤ Li and Ni is chosen so that k + Ni −
1 is large enough to avoid unwanted linear dependence
relationships due to limitations in the dimension of the
vector spaces involved.

To determine the model order n in regionA(i)
n , it is possible

to consider the sequence of increasing–dimension positive
definite or positive semidefinite

(
(2k + 2) × (2k + 2)

)
symmetric matrices

Σ
(i)
2 , Σ

(i)
3 , . . . Σ

(i)
k , . . . (6)

testing their singularity as k increases. As soon as a

singular matrix Σ
(i)
k is found then n = k, and the

parameters a(i)
n describe the dependence relationship of

the first vector of Σ
(i)
n on the remaining ones as

Σ(i)
n

[ −1

a(i)
n

]
= 0 (7)

It is worth noting that the vectors xn(0),xn(1), . . . ,xn(Ni−
1) in (5) must belong to the region A(i)

n according to the
partition defined in (3). Note also that in the presence of
noise the above procedure described to determine order
and model parameters would obviously be useless since
matrices Σk would always be non–singular (positive defi-
nite).

In order to solve the problem in a mathematical frame-
work, it is necessary to characterise the noise affecting
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the input-output data. Following common assumptions
(Kalman [1982], Beghelli et al. [1990]), the noises ũ(t) and
ỹ(t) are assumed additive on input–output data u∗(t) and
y∗(t) and region independent, so that:{

u(t) = u∗(t) + ũ(t)
y(t) = y∗(t) + ỹ(t).

(8)

Obviously, only u(t) and y(t) are available for the iden-
tification procedure, and moreover every noise term ũ(t)
and ỹ(t) is modelled with a zero–mean white process
and is supposed to be independent of every other term.
These structures are also commonly known as “Error-In-
Variables” models. Under these assumptions, and ¯̃σu and
¯̃σy being the input and output noise variances respectively,

the generic positive definite matrix Σ
(i)
k associated with

the input-output noise-corrupted sequences can always be

expressed as the sum of two terms Σ
(i)
k = Σ

∗(i)
k + ¯̃Σk where

¯̃Σk = diag[¯̃σyIk+1, ¯̃σuIk, 0] ≥ 0. (9)

Thus, it is again possible to determine the order and

parameters of the model in region A(i)
n from the analysis of

the sequence of increasing–dimension
(
(2k+ 2)× (2k+ 2)

)
symmetric positive definite matrices:

Σ
(i)
2 , Σ

(i)
3 , . . . Σ

(i)
k , . . . (10)

The solution of the above identification problem requires
the computation of the unknown noise covariances ¯̃σu and
¯̃σy, that can be achieved solving the following relation:

Σ
∗(i)
k = Σ

(i)
k − Σ̃k ≥ 0. (11)

in the variables σ̃u, σ̃y, where Σ̃k = diag[σ̃yIk+1, σ̃uIk, 0].
It is worthy to note that the set of values of variables

σ̃u, σ̃y which make matrix Σ
∗(i)
k positive semidefinite forms

a curve.

If the noise characteristics are common to all the regions

A(i)
n , since the physical nature of the process generating

the noise is independent of the model structure and of the
partition of An, and all assumptions regarding the Frisch
scheme are fulfilled, a common point (¯̃σy, ¯̃σu) in the noise
plane exists for the singularity curves. In real applications,
we are forced to relax these assumptions, thus no common

point can be determined among curves Γ
(i)
n = 0 in the noise

plane and a unique solution to the identification problem
can be obtained only by introducing a criterion to select a
different noisy point for each region as best approximation
of the ideal case (Fantuzzi et al. [2002]).

With reference to the identification of the system order n

in the i–th region A(i)
n , it must be noted that the Γ

(i)
n+1 = 0

curve has a single point in common with the Γ
(i)
n = 0

curve in ideal conditions, which corresponds to a double

singularity of the matrix Σ
∗(i)
n+1. In real cases, the order n

can be computed finding the point (σ̃u, σ̃y) ∈ Γ
(i)
n+1 = 0

that makes Σ
∗(i)
n+1 closer to the double singular condition

(i.e. minimal eigenvalue equal to zero and the second
minimum eigenvalue near to zero). As n is unknown,
increasing system orders k must be tested, and the value
of k associated to the minimum of the second eigenvalue

of the matrix Σ
∗(i)
k+1 corresponds to the order n. This

criterion is consistent as it leads to the common point of

the curves when the assumptions of the Frisch scheme are
not violated.

Note that since the order n of the piecewise model de-
scribed by (4) is region independent, it can be determined
by choosing k that fulfil the following inequality:

max
i=1,...,Mk

λ
(i)
k < ε (12)

when ε is an arbitrary positive constant and λ
(i)
k is the

minimal eigenvalue different from zero of matrix Σ
∗(i)
k+1.

This result led to derive an algorithm for the selection
of the model order (Fantuzzi et al. [2002]).

Once the model order n is selected, the parameters a(i)
n , i =

1, . . . ,M can be computed considering for each region

a different noise (¯̃σ
(i)
u , ¯̃σ

(i)
y ). The values (¯̃σ

(i)
u , ¯̃σ

(i)
y ) can

be computed by solving an optimisation problem which

minimises both the distances between (¯̃σ
(i)
u , ¯̃σ

(i)
y ) and (¯̃σ

(j)
u ,

¯̃σ
(j)
y ) with i �= j and the continuity constraints (Fantuzzi

et al. [2002]):

J((¯̃σ(1)
u , ¯̃σ(1)

y ), . . . , (¯̃σ(M)
u , ¯̃σ(M)

y )) =

= d
(

(¯̃σ(1)
u , ¯̃σ(1)

y ), . . . , (¯̃σ(M)
u , ¯̃σ(M)

y )
)

+

+ (CnAn)
T
HCnAn (13)

H being a definite positive weighting matrix, and d(·) a
distance defined as:

d
(

(¯̃σ(1)
u , ¯̃σ(1)

y ), . . . , (¯̃σ(M)
u , ¯̃σ(M)

y )
)

=

(14)

=

M∑
i=1

M∑
j=i+1

√
(¯̃σ

(i)
u − ¯̃σ

(j)
u )2 + (¯̃σ

(i)
y − ¯̃σ

(j)
y )2.

It is worthwhile observing that the matrix An collects the

parameters a(i)
n , i = 1, . . . ,M which depend on (¯̃σ

(i)
u , ¯̃σ

(i)
y ).

3. FDI BASED ON IDENTIFIED HYBRID MODELS

The problem treated in this section regards the detection
and isolation of sensor faults of the process under diagnosis
on the basis of the knowledge of the measured uncertain
sequences u(t) and y(t).

In the following, it is assumed that the monitored system,
depicted in Fig. (1), is described by a model of the type of
(4). The term y(t) ∈ �m is the system output vector, and
u(t) ∈ �r the control input vector. The signal ε(t) takes
into account the modelling error, which is due to process
noise, parameter variations, nonlinearities, etc. According
to Eqs. (8), in realistic situations the variables u∗(t) and
y∗(t) are measured by means of sensors, whose outputs
are affected by noise. Neglecting sensor dynamics, faults
affecting the measured input and output signals u(t) and
y(t) are modelled as:{

u(t) = u∗(t) + fu(t)
y(t) = y∗(t) + fy(t)

(15)

in which, the vectors fu(t) ∈ �r and fy(t) ∈ �m are com-
posed of additive signals, which assume values different
from zero only in the presence of faults.
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Output Measurements

+
+

+
+

Monitored
System

Input Measurements

Input Faults
Output Faults

u∗(t) y∗(t) y(t)

u(t)

fu(t)

fy(t)

Fig. 1. The structure of the monitored system, with sensor
faults.

There are different approaches to generate the diagnostic
signals, residuals or symptoms, from which it will be pos-
sible to diagnose the considered fault cases. In this work,
a model–based approach is used to estimate the outputs
of the system from the input–output measurements. As
depicted in Fig. (2), residuals can be generated by the
comparison of the measured and the estimated outputs:

r(t) = ŷ(t)− y(t). (16)

The symptom evaluation refers to a logic device which

+

+

+

_ �

Residuals

+
+

Monitored
System

Input Measurements

Output Measurements

Hybrid Model

u∗(t) y∗(t)

y(t)

y(t)

u(t)

fu(t)

fy(t)

ŷ(t)

r(t)

Fig. 2. The residual generation scheme.

processes the redundant signals generated by the first
block in order to estimate when a fault occurs, and to
univocally identify the unreliable sensors. Faults can be
detected by using a simple thresholding logic:

|r(t)|
{
≤ Threshold , in fault–free conditions,
> Threshold , in faulty conditions.

(17)

and, in more detail, according to the following relations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
r̄ − ν σr ≤ r(t) ≤ r̄ + ν σr , in fault–free conditions;

r(t) < r̄ − ν σr

or , in faulty conditions.
r(t) > r̄ + ν σr

(18)
where r̄ and σr represent the mean and the standard
deviation values of the fault–free residual r(t), respectively.
Due to the presence of modelling errors, ν has to be
properly selected in order to achieve the best performances
in term of false alarm and missed fault rates (Patton et al.
[2009]). In practice, as shown in Section 4, the value of ν
can be fixed according e.g. to the three–sigma rule.

4. WIND TURBINE MODELLING AND FDI

The three blade horizontal axis turbine considered in this
paper works by the principle that the wind is acting on
the blades, and thereby moving the rotor shaft. In order

to upscale the rotational speed to the needed one at the
generator, a gear box is introduced. A more accurate
description of the benchmark model can be found in
(Odgaard et al. [2009], Odgaard and Stoustrup [2009]).
The rotational speed, and consequently, the generated
power can be regulated by means of two control strategies:
the converter torque and the pitch angle of the turbine
blades. In partial load of the wind turbine is controlled
to generate as much power as possible. This is achieved
by keeping a specific ratio between the tip speed of the
blades and the wind speed, which in turn is regulated
by controlling the rotational speed and by adjusting the
converter torque. In the full power region the converter
torque is kept constant and the rotational speed is adjusted
by controlling the pitch angle of the blades, which changes
the aerodynamic power transfer from the wind to the
blades (Odgaard et al. [2009]). The wind turbine model is
illustrated in Fig. 3, according to the nomenclature defined
in (Odgaard et al. [2009]).

Fig. 3. Logic diagram of the monitored wind turbine.

From the wind turbine model considered here, a number
of measurements are considered for identification and FDI
purposes. In particular, ωr(t) represents the measurement
of the rotor speed, τgen(t) the torque of the generator con-
trolled by the converter, which is provided with the torque
reference, τref (t). The estimated aerodynamic torque is de-
fined as τaero(t), vhub(t) is the wind speed v(t) measured at
hub position, whilst βi(t) is the pitch angle measurement
of the i–th blade (i = 1, 2, 3). It is worth noting how the
estimate of τaero(t) clearly depends on the wind speed v(t),
which unfortunately is very difficult to measure correctly.
A very uncertain measurement is normally provided, which
is used to provide 10 minutes mean values, since this
measurement is heavily influenced by measurement noises.
In this benchmark, a sample time of Ts = 0.01 s. is used
(Odgaard et al. [2009]).

4.1 Wind Turbine Model Description

The wind turbine model is briefly recalled in this section in
the continuous–time, and subsequently described as iden-
tified hybrid prototype in the discrete–time. The following
model equations describe the benchmark model presented
in (Odgaard et al. [2009]).

The aerodynamic model is defined as in (19):

τaero(t) =
ρACp (β(t), λ(t)) v3(t)

2ωr(t)
(19)

where ρ is the density of the air, A is the area covered by
the turbine blades in its rotation, β(t) is the generic pitch
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angle of the blades, v(t) the wind speed, whilst λ(t) is the
tip–speed ratio of the blade, defined as:

λ(t) =
ωr(t)R

v(t)
(20)

with R the rotor radius. Cp represents the power coeffi-
cient, here described by means of a two–dimensional map
(look–up table) (Odgaard et al. [2009]). Equation (19) is
used to estimate τaero(t) based on an assumed estimated
v(t), and measured β(t) and ωr(t). Due to the uncertainty
of the wind speed, the estimate of τaero(t) is considered
affected by an unknown measurement error, which can be
estimated by means of the approach described in Section
2. Moreover, the nonlinearity represented by the relations
(19) and (20) motivates the modelling approach suggested
in Section 2.

A simple one–body model is used to represent the drive
train, in the following form (Odgaard and Stoustrup
[2009]):

ω̇r(t) =
1

J
(τaero(t)− τgen(t)) (21)

where:
τ̇gen(t) = pgen (τref (t)− τgen(t)) (22)

The generator torque τgen(t) and the reference τref (t) are
in this context transformed to the low speed side of the
drive train (rotor side).

These assumptions yield the continuous–time dynamic
model of the system under diagnosis in the following form:

y(t) = Fc (u(t)) (23)

with:

u(t) = [τref (t), vhub(t), βi(t)]
T
, y(t) = ωr(t) (24)

where u(t) and y(t) are the input and the monitored
output measurements, respectively. Fc (·) represents the
continuous–time nonlinear function representing the discrete–
time unknown function F in the form (1), which will be
approximated with the discrete–time hybrid prototype (4)
from N sampled data u(t) and y(t), with t = 1, 2, . . . N ,
and using the procedure presented in Section 2.

Finally, the model parameters and the map Cp (β, λ) are
chosen such that they represent a realistic turbine, which
is used as case study, as shown in (Odgaard et al. [2009]).

4.2 Wind Turbine FDI

The proposed methodology was applied to the identifica-
tion and fault diagnosis of the wind turbine described in
Section 4.1. The considered process is shown in Fig. 3,
where the considered r = 3 inputs are the the reference
signal τref (t), the wind speed vhub(t), and the pitch an-
gle βi(t) measurements (i = 1, 2, 3), whilst the m = 1
output corresponds to the rotor angular speed ωr(t). The
available data from the measured inputs and outputs were
440×103 samples from normal operating records acquired
with a sampling rate of 100 Hz. Because of the underlying
physical mechanisms described in Section 4.1, and because
of the switching control logic described in (Odgaard et al.
[2009], Odgaard and Stoustrup [2009]), the wind turbine
system has nonlinear steady state, as well as dynamic
characteristics.

Two series of data were acquired from the benchmark
process. The first one was used for model identification,

and the second one was exploited for the validation task.
According to the algorithm recalled in Section 2 for the
selection of the model order, the initial value of k = 1
and ε = 10−7 have been fixed. Under these assumptions,
as stated in Section 2, the triangulation of the input–
output domain U × Y into simplexes was performed. The
partition of the domain was obtained by exploiting the
Matlab toolbox for data clustering presented in (Babuška
[1998]). The partition of the domain for the wind turbine
with k = 1 has been achieved by considering the Cartesian
product of the intervals IUi and IYi .

A number of M1 = 5 regions were considered for ap-
plying (5) and to perform the identification task. Five
local affine models were therefore estimated. In this case,
x1(t) = [y(t), uT (t)]T , and the data belonging to the
domain U × Y have been clustered into the considered
partition {A(1)

1 , A(2)
1 , A(3)

1 , A(4)
1 , A(5)

1 } (k = 1, M1 = 5),

the Σ
∗(i)
2 matrices (i = 1, · · · , 5) have been computed

(Fantuzzi et al. [2002]), and the test of (12) performed. In

such a case, maxi=1, ··· , 5 λ
(i)
k = 2.4765 × 10−9. This value

is below the selected accuracy ε, so the model order can be
estimated as n = 1. The mean square errors of the output
estimation r(t), under no–fault conditions, is 0.0043 with
respect to the estimation data, and 0.0044 for the valida-
tion data set. The fitting capabilities of the estimated hy-
brid models can be expressed also in terms of the so–called
Variance Accounted For (VAF) index (Babuška [1998]). In
particular, the VAF value computed for the estimation
data is 97.97%, whilst 89.15% for the validation data.
Hence, the fuzzy multiple description seems to approxi-
mate the process under diagnosis quite accurately. It is
worth noting how the identified model represents a trade–
off between simulation accuracy (also dependent on the
available data in each region) and structure complexity.
Using this hybrid prototype, the model–based approach
presented in Section 3 for fault diagnosis is exploited, and
applied to the benchmark wind turbine process.

The following simulation results were obtained by con-
sidering a fault fu(t) affecting the β1(t) sensor, whose
measurement gets stuck to the constant value 5o for 100 s.,
and commencing at the instant t = 2000 s. On the other
hand, a second fault case, fu(t), corresponding to the β3(t)
sensor stuck at the constant value 10o, is considered. This
fault is active for 100 s., in the period between 2600 s. and
2700 s.

In general, the controller in this wind turbine simulation
model, runs in two modes: power optimisation (speed
controlled by converter torque), and speed control (speed
controlled by pitching blades) (Odgaard et al. [2009],
Odgaard and Stoustrup [2009]). A wind speed in the range
from approximately 5 m

s to 15 m
s is simulated. This wind

speed scenario is used to cover the relevant wind speed
region of power optimisation including turbulence.

The considered faults cause alteration of the signals u(t),
and therefore of the residuals r(t) given by the predictive
model in the form of (4). Residuals indicate fault occur-
rence according to the logic (17), whether their values
are lower or higher than the thresholds fixed in fault–free
conditions.
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As an example, Fig. 4 represents the fault–free (grey con-
tinuous line) and the faulty (black dashed line) residuals
r(t) related to the β1(t) pitch sensor fault.

0 500 1000 1500 2000 2500 3000 3500 4000 4500
-0.5

0

0.5

0 500 1000 1500 2000 2500 3000 3500 4000 4500
0

0.5

1

Residuals

Fault Indicator Function

Time (s.)

Time (s.)

Fig. 4. β1(t) sensor fault residuals r(t), and the fault
indicator function.

The fault detection thresholds reported in the relations
(17) and (18) are represented as dotted constant lines
in Fig. 4. Their values were properly settled by selecting
ν = 6, which leads to minimise the false alarm and missed
fault rates, while maximising the correct detection and
isolation rates. In these conditions, the fault is correctly
detected when the corresponding residual signals exceed
the thresholds by more than 50 consecutive samples, as
indicated by the fault indicator function depicted in Fig.
4. This function is zero in fault–free conditions, and has
value one between 2000 s. and 2100 s.

On the other hand, Fig. 5 represents the fault–free (grey
continuous line) and the faulty (black dashed line) residu-
als r(t) related to the β3(t) pitch sensor fault.

0 500 1000 1500 2000 2500 3000 3500 4000 4500
-1

-0.5

0

0.5

0 500 1000 1500 2000 2500 3000 3500 4000 4500
0

0.5

1

Time (s.)

Time (s.)

Fault Indicator Function

Residuals

Fig. 5. β3(t) sensor fault residuals r(t), and the fault
indicator function.

The fault detection thresholds represented as dotted con-
stant lines in Fig. 5 were obtained with ν = 5.5, leading
to minimise the false alarm and missed fault rates, while
maximising the correct detection and isolation rates. Also
in these conditions, the fault is correctly detected when the
residuals exceed the thresholds by more than 50 consecu-
tive samples, as indicated by the fault indicator function
of Fig. 5. This function is one between 2600 s. and 2700 s.

Finally, it is worth noting that the developed strategy
based on hybrid prototypes allows the detection and
isolation of realistic faults using uncertain measurements
acquired from the wind turbine simulator.

5. CONCLUSION

This paper proposed a procedure for the identification and
fault diagnosis of a wind turbine model using a hybrid
prototypes estimated from uncertain input–output mea-
surements. It was assumed that the process under investi-
gation is nonlinear, and these available measurements are
normally not very reliable, due to the wind speed uncertain
nature. The hybrid modelling approach considered here
consists of a collection of several local affine models, each
describing a different operating point of the process. The
identification algorithm was based on data clustering tech-
nique, in order to determine the regions in which measured
data can be approximated by local affine dynamic models.
The proposed approach provided a model of the wind
turbine, which was exploited to generate residuals for fault
diagnosis. The effectiveness of these strategies were tested
on the data acquired from the wind turbine simulated
model, thus allowing the detection and isolation of the
wind turbine pitch angle sensor faults.
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Abstract: in modern automotive electronic stability systems the sensor cluster is a standard
component. Essentially, it is able to measure yaw rate, lateral acceleration, roll rate and,
optionally, longitudinal acceleration of the vehicle. The sensor cluster is directly connected to
the anti-lock-brake (ABS) electronic control unit (ECU) using an independent control network
area (CAN). This paper presents a solution for the sensor cluster simulation model to be used
within a hardware-in-the-loop (HIL) setup. The model of the sensor cluster simulation exhibits
the same functional characteristics as the actual component. The purpose of this is to replace
the hardware component of the cluster sensor with an appropriate model, which will satisfy the
sensor inputs to the ABS system from a HIL environment.

Keywords: Electronic control unit (ECU), Hardware-in-the-loop (HIL), Sensor cluster,
stability control, yaw rate, lateral acceleration

1. INTRODUCTION

Present day vehicles are equipped with various control sys-
tems which ensure safe and confident driving. The active
safety systems are designed to assist the vehicle when it
drifts or deviates from the trajectory of intended direction.
During travel, drivers are often unconditionally obliged to
make quick steering movements in order to avoid obstacles
which suddenly appear on the road. Active safety systems
allow the car to be driven safely and in the intended
direction and, most importantly they help to avoid all un-
wanted situations, which may lead to accidents. The main
active safety systems in present day vehicles are the Anti-
lock Braking System (ABS), the Traction Control System
(TCS) and the Electronic Stability Programme (ESP).
Active control systems are sophisticated and interact with
each other which allows the driver to keep control of the
vehicle either in a longitudinal or lateral direction. In order
to function properly, the controllers within these systems
require ongoing information about the vehicle dynamics.
The focus in this paper is on ESP, which utilizes the sensor
cluster in order to receive information about the vehicle
yaw rate and lateral acceleration. CAN is a network proto-
col which allows communication of multiple devices on the
vehicles (Dawson and Mannisto, 2003). In the automotive
industry CAN is widely applied to connect sensors and
electronic modules. The sensor cluster sends information
to the ABS module using a private CAN bus connection.
Based on the information provided by the sensor cluster
appropriate control action is generated in order to keep the
vehicle on the intended path. The premise of this paper

is to present the sensor cluster simulation model, which
reconstructs a real-time environment and operates under
the same conditions as the true component.

2. VEHICLE HANDLING CHARACTERISTICS

The vehicle can be described as a six degrees of freedom
rigid body with translations along the x, y, and z axes,
and with rotations about these axes (Wong, 2008). These
rotations can be denoted by roll (φ), pitch (θ) and yaw (ψ)
angles, respectively, and going further, the corresponding
angular velocities and accelerations may easily be formu-
lated. Yaw, pitch and roll movements are directed accord-
ing to the right hand rule of thumb. They go in directions
perpendicular to the x, y and z axes, where direction of
the given axis is the same as right hand thumb direction.
The co-ordinate system for an exemplary vehicle (Range
Rover) may be observed in Fig. 1.

�
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���

���� �	
��


�

�

Fig. 1. Range Rover - system of co-ordinates

In this paper attention is focused on vehicle handling
stability and vehicle lateral dynamics. The primary mo-
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tions associated with handling stability are longitudinal,
lateral and rotational motion. Lateral vehicle dynamics are
conditioned by a centrifugal force (Fc) which arises while
undergoing a turning manoeuvre. The centrifugal force can
be defined as an inertial force arising from the natural
component of acceleration outwards from the centre of the
turn (Wong, 2008) and can be formulated as follows:

Fc =
mV 2

x

R
(1)

The centrifugal force is basically formulated by three
components: the variable R denotes the cornering radius,
m the total mass of the vehicle and Vx is the vehicle
forward velocity perpendicular to the centrifugal force
(Muvdi et al., 1997). The centrifugal force affects vehicle
handling characteristics by acting on the all vehicle tyres.
For low speeds Vx ≈ 0, the centrifugal force is negligible,
Eq. 1 tends to zero. But when vehicle is turning at
moderate or higher speeds, the effect of the centrifugal
force becomes more noticeable. All the vehicle’s tyres resist
centrifugal force by developing cornering forces in the
opposite direction. These are denoted FFL, FFR, FRL,
FRR and correspond to the forces generated by the front
left, front right, rear left and rear right tyre, respectively.

3. VEHICLE MODEL

The bicycle model is sufficiently detailed to give the
basic idea about lateral dynamics and its interaction
with the surrounding environment. The main objective
of the presented work is to generate signals which can
be measured by the sensor cluster. The body coordinate
system, denoted by x, y and z with its origin at the Center
of Gravity (COG) is introduced in order to describe the
vehicle motion. The vehicle dynamics which are active
while cornering can be formulated based on physical laws
defined by Newton’s equations (You and Kim, 1999).
The total sum of forces, when considering a Cartesian
coordinate system can be expressed as follows:

mV̇x =
∑

longitudinal forces (2)

mV̇y =
∑

lateral forces (3)

and when considering the vehicle motion in terms of the
z axis, yaw motion (Ω) and angular moments around the
vertical axis can be summarized as:

IzΩ̇ =
∑

steering torque (4)

Strongly related to vehicle handling chracteristics is the
tyre model. A simple tyre model for the purposes of
this work was sufficient. The simple tyre model neglects
longitudinal forces (Fxn) and self-aligning moments (Mzn)
and assumes a linear relationship between the tyre slip
angle (αn) and the cornering stiffness (Cαn) in effect it
considers only the lateral forces (Pacejka, 2002). Here the
subscript n is used to denote rear r and front f . These
forces can be given by:

Fyn = Cαnαn (5)

Fxn = 0 (6)

Mzn = 0 (7)

while Fx and Mz are equal to zero. The values for the
cornering stiffness of the simple tyre model was applied

based on the lookup table given in Wenzel (2005). Based
on Wong (2008) the physical forces and angular moments
while the vehicle is cornering can be expressed as follows:

m(V̇x − VyΩ) = Fxfcosδf + Fxr − Fyfsinδf (8)

m(V̇y − VxΩ) = Fyr + Fyfcosδf + Fxfsinδf (9)

m(IzΩ̇) = l1Fyfcosδf − l2Fyr + l1Fxfsinδf (10)

wherem represents the vehicle mass, δf is the steer angle of
the front tyres, l1 and l2 distances between COG and front
and rear axis, respectively. The variable Iz denotes vehicle
moment of inertia around z axis. The relationship tanβ =
Vx

Vy
denotes vehicle body side slip. For the small angles

there may be a simplification, i.e. tanβ = β. The side slip
angles for each wheel can be formulated by considering the
velocity of the centre points. The slip angle of the front tyre
(αf ) and rear tyre (αr) are formulated based on the yaw
rate and velocities in the x and y directions, respectively.
The considered bicycle model is a linear model of the
vehicle which assumes the low values of lateral slip angle
at either the front or rear tyres. Slip angles are assumed
to be contained within linear region and can be defined as
follows:

tan(αf − δf ) = −
l1Ω+ Vy

Vx
(11)

tan(αr) =
l2Ω− Vy

Vx
(12)

Assuming small slip angles, the simplification is valid and
final side slip angles can be expressed as follows:

αf = δf −
l1Ω+ Vy

Vx
(13)

αr =
l2Ω− Vy

Vx
(14)

This particular bicycle model considers only the lateral
forces acting on the tyres. The lateral forces acting on
each tyre are functions of the cornering stiffness and slip
angles, which can be given by:

Fyf = 2Cαfαf (15)

Fyr = 2Cαrαr (16)

The above physical laws described by mathematical equa-
tions may be now formulated in a state space repre-
sentation and the representative bicycle model obtained.
The formulated bicycle model representation considers two
states, these are yaw rate (Ω) and lateral velocity (Vy),
which are included in the state vector x (Eq. 17)

ẋ = Ax+Bu (17)

The state space representation of the bicycle model in
matrix form can be formulated as follows:[

V̇y
Ω̇z

]
=

[
a11 a12
a21 a22

] [
Vy
Ω

]
+

[
b1
b2

]
(18)

where the system matrix A is created by the following
coefficients:

a11 = −
2Cαf + 2Cαr

Vx(t)m
(19)

a12 = −
V 2
x (t) + 2l1Cαf − 2l2Cαr

Vx(t)m
(20)
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a21 = −
2l1Cαf − 2l2Cαr

Vx(t)Iz
(21)

a22 = −
2l21Cαf + 2l22Cαr

Vx(t)Iz
(22)

and input matrix B may be expressed as:

b1 =
2Cαf

m
b2 =

2l1Cαf

Iz
(23)

The developed bicycle model representation is linear with
time varying parameters within the matrix A. The time
varying a11, a12, a21 and a22 specify the vehicle dynamics
and are conditioned by the signals characterizing longitu-
dinal velocity (Vx).

4. SENSOR CLUSTER SIMULATION MODEL

The sensor cluster is an inherent vehicle component which
enables the measurement of yaw rate, lateral acceleration,
roll rate and optionally longitudinal acceleration, where
the output delivered from the sensor cluster is compatible
with CAN bus requirements. The sensor cluster compo-
nent is supplied by the ESP with the switched battery
voltage of the car (Continental, 2007). The proposed ap-
proach is to create a sensor cluster simulation model which
consists of the driver model, vehicle model, transient sen-
sor model, CAN bus interface model and a Kalman filter.
The sensor cluster model excluding the Kalman filter can
be observed in Fig. 2.
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Fig. 2. Sensor Cluster Simulink model

The driver generates the steering wheel angle and longi-
tudinal velocity. Based on these signals the vehicle model
generates lateral dynamics, i.e. yaw rate and lateral ac-
celeration. However, these calculated variables are condi-
tioned by the vehicle structure. These calculated variables
are processed by the sensor model, which is approximated
by a second order system. The processed yaw rate (Ωm)
and lateral acceleration (amy) are progressed to the CAN
bus through a CAN interface model. The composed mes-
sage is readable by a Canalyzer.

4.1 Driver model

The driver model for the off-line simulation generates
signals to be sent to the vehicle, with notification that
these signals were previously designed to follow a desired
path. These are the steering wheel angle (δw) and the lon-
gitudinal velocity (Vx). The steering wheel angle generated
by the driver is expressed in degrees, while longitudinal
velocity is expressed in km/h. For on-line simulation when
using Real Time Workshop, these signals are generated
manually by the operator.

4.2 Vehicle model

The vehicle model is the main part of the overall sensor
cluster simulation model. The input signals generated by

the driver model and sent to the vehicle model. It is clear
from Eq. 20−23 that the model parameters are dependent
on the longitudinal velocity (Vx). The dynamics generated
by the vehicle model are yaw rate (deg/s), yaw acceleration
(deg/s2), lateral velocity (m/s) and lateral acceleration
(m/s2). For the purpose of the work presented here, a
Simulink model of the vehicle state space representation
was implemented. Various knobs, indicators, scopes were
implemented in the dSpace Control Desk to enable control
over the sensor cluster simulation model.

4.3 Transient sensor model

To introduce an element of reality, there is a difference
between calculated and processed variable at the sen-
sor model. In practice the processed variables may be
characterized by a measurement lag (Zimmerschied and
Isermann, 2010). Based on sampling information in the
system the transient sensor was modelled as a second order
critically damped system with the locations of the poles
at -10 in the s-plane and with a unity steady state gain,
i.e.

Gs =
100

(s+ 10)(s+ 10)
=

100

s2 + 20s+ 100
(24)

A representation for a single sensor model (exemplary
gyroscope) can be observed in Fig. 3.

Fig. 3. Transient yaw rate sensor model

The input signals in Fig. 3 are yaw rate and simulated
white noise. The output from the transient sensor model
is measured discrete yaw rate. Two submodels can also
be specified, i.e under non-zero and near zero yaw rate
conditions noting that in practice even in the case of zero
yaw rate there may be a small residual measurement. The
sensor model for non-zero conditions can be observed in
Fig. 4.

Fig. 4. Transient yaw rate sensor model 2

The signal limitations were accommodated into the model
using saturation blocks. The applied saturations are re-
sponsible for yaw rate and lateral acceleration limitations
and total sensitivity error.

4.4 CAN interface model

The initial version of the model was developed by Guy
Curtiss (Jaguar and Land Rover) and then redesigned by
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the first author in order to create the sensor cluster simu-
lation model. The redesigned sensor cluster model allows
the transmision of data from the transient sensor cluster
model to the CAN bus in the form of a multimessage.

4.5 Kalman filter for noise filtering

Every real life system is affected by some external distur-
bances. The sensor cluster model as a reliable copy of the
true component should also be affected by noise. The sen-
sor measurements are disturbed by the effects of calibra-
tion, temperature, aging and other environmental aspects.
To make the system more realistic, a zero mean Gaussian
noise signal was added to the measurements. Kalman
filters provide a powerful tool for filtering measurement
noise and are widely applied in the automotive industry.
Kalman filters not only filter the measurement noise but
allow the user to estimate the states and parameters of
the system. For the purposes of this work, Kalman filters
in various configurations were investigated. The Kalman
filter (sensor system), applied in this particular example,
consists of a vehicle model and a transient sensor model.
The representative system can be seen in Fig. 5.
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Fig. 5. Kalman filter (KF)

The processed yaw rate and lateral acceleration are fed
to the Kalman filter block, which is equivalent to the
system output. The input values applied to the Kalman
filter are steering wheel angle and longitudinal velocity.
The proposed solution is to apply the Kalman filter for
each state, i.e yaw rate and lateral acceleration and filter
the measurement noise.

4.6 Model integration

In order to execute Real Time Simulation, the Multi-
Message Block set with the DS2211 CAN Board has
been utilized. The host computer communicates with the
dSpace simulator by sending the Simulink model of the
sensor cluster simulation model in a C-code representaion.
The dSpace simulator interacts with the ECU through
the CAN bus and sends information about the vehicle
measured vehicle dynamics. The integration of the host
computer, dSpace Simulator and ECU can be observed in
Fig. 6.

Fig. 6. Sensor cluster integration

The RTI CAN MultiMessage Blockset is an extension for
Real-Time Interface and can be used either for combining
dSpace systems with CAN communication networks or for
configuring these CAN networks. The CAN MultiMessage
Blockset may handle complex CAN setups, especially in
hardware-in-the-loop applications. Numerous CAN mes-
sages can be controlled and configured at the same time
just from one single Simulink block. For the purposes of
the work here, the transmited message is represented in
a frame. The CAN configuration can easily be read in
the form of communication matrix description files such
as database container files. The overall model is called the
Sensor Cluster Simulation model because it consists not
only of sensor cluster model but also contains the RTI
CAN MultiMessage Blockset which is essential for com-
munication with the CAN. The sensor cluster simulation
model can be observed in Fig. 7.

Fig. 7. Sensor Cluster Simulation model

The RTI CAN MultiMessage General Setup Block allows
the user to specify the path for model roots, this is the
destination folder for RTICANMM FILES. The RTI CAN
MultiMessage Controller Setup Block enables communi-
cation with other ECU in the CAN bUS. The private bus
connection between the ABS module and the sensor cluster
was created (500 kBit/s). MM defines all messages which
are to be sent to the CAN bus. The mapping (M) and
triggering (T) blocks were used respectively. The triggering
block specifies mechanisms for data transmission between
Sensor Cluster and CAN bus.

5. SIMULATION STUDY

The simulations during this work were carried out in two
stages. Either off-line or on-line experimentation was con-
sidered. The off-line simulation was conducted exclusively
in the Simulink environment. It allowed creation of the
most appropriate sensor cluster model corresponding to
real life. Limitations on the measured signals, ranges for
the vehicle input signals and techniques for noise filtering
were also investigated. Multimessage Block set enabled
the sending of multimessage frame from the sensor cluster
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model to the CAN bus network. All simulations in the real
time environment were carried out on-line.

6. OFF-LINE SIMULATIONS

At the first stage off-line simulations were conducted in
order to indicate the difference between the calculated
and measured variables from the sensor cluster, with a
focus on the model dynamics. An exemplary manoeuvre
was presented with a fixed velocity of 70 km/h and a
turning radius increasing from 0 up to 30 degrees within
20 seconds. The sensor cluster is a sensitive device and
the range for steering wheel angle was chosen exclusively
in order to emphasise the difference between the calculated
and processed values of yaw rate and lateral acceleration.
The resulting yaw rate and lateral acceleration, both
generated by the vehicle model and measured can be
observed in Fig. 8.
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Fig. 8. Yaw rate and lateral acceleration

In this particular case the difference between measured and
calculated variables is negligible. Thus, the zoom in Fig. 8
was carried out and the same variables can be observed in
Fig. 9.
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Fig. 9. Zoomed yaw rate and lateral acceleration

As can be seen in both cases the solid line (processed
variable) lags the dashed line (calculated variable). The
difference between measured and calculated variable can
be decreased by applying a more accurate sensor. The
more accurate the sensor implies on a higher bandwidth

in which the poles are further along the negative axis in
the s-plane. A sensor with poles at infinity is the ideal
sensor. When considering measurement noise, two main
combinations of Kalman filter were tested. These are the
double Kalman filter for parameter and state estimation
(KFP + KFS) and the extended Kalman filter (EKF). The
EKF in comparison to the KFP + KFS is possibly more
difficult in terms of implementation because it requires a
prior knowledge about system but its advantage is that the
states and parameters are estimated within one algorithm.
The proposed criteria to assess various configurations of
the Kalman filter and to choose the most effective set up
is the minimum square error criterion, expressed as follows:

MSE =
1

N − t0

N∑
t=t0

(y(t)− r(t))2 (25)

The noise in the system is simulated, thus a noise free
signal could be easily formulated. The noise free signal is
assumed to be the reference signal and all filtered variables
are compared against this particular signal. To indicate the
most effective techniques for noise filtering an exemplary
experiment is presented. The vehicle accelerates from 0
to 100 km/h within 90 seconds. The longitudinal velocity
signal and steering wheel angle within this period can be
observed in Fig. 10.
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Fig. 10. Longitudinal velocity and steering wheel angle

The generated yaw rate and lateral acceleration can be
observed in Fig. 11.
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Fig. 11. Yaw rate and lateral acceleration

Examining Fig. 11 the most effective technique for noise
filtering would appear to be the double Kalman filter
configured for parameter and state estimation. The final
validation can be carried out based on numerical analysis
from Table 1
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Table 1. Margin settings

V̇y · 10−4 Ω · 10−4

actual state 1.0079 1.0079
EKF 0.4752 0.3191

KFP+KFS 0.4201 0.2870

Based on the results obtained, the most powerful tool for
noise filtering seems to be the tandem of Kalman filter for
parameter and the state estimation. The extended Kalman
filter also gives satisfying results close to those from double
Kalman filter, but in practice this solution may be more
difficult to implement. Thus, for further investigation the
double Kalman filter is chosen.

7. ON-LINE SIMULATIONS

All simulations within this section are carried out on-line,
i.e. in real time. There is no need to specify in advance
the driver intention, but now the driver may continu-
ously apply various steering wheel angles and longitudinal
velocities. Based on these values, the vehicle generates
appropriate yaw rate and lateral acceleration, which are
measured by the sensor cluster and sent to the CAN
bus. For simulation purposes, numerous experiments and
layouts for Control Desk were created. The illustrative
Control Desk for sensor cluster simulation may be observed
in Fig. 7.

Fig. 12. Illustrative Control Desk layout

The Control Desk enables the behaviour of the driver
during the manoeuvre to be reconstructed. The driver
applies steering wheel angle and longitudinal velocity.
Data is captured and send to the Matlab Workspace

8. CONCLUSION

The paper has presented a model for a sensor cluster
simulation. The developed approach consists of a driver
model, a vehicle model, a transient sensor model, a CAN
interface model and a MultiMesage Blockset, which en-
ables the sensor cluster integration with the CAN bus.
The sensor cluster simulation model was developed in
the Matlab/Simulink environment. Using HIL and dSpace
simulator, real time conditions were reconstructed and sev-
eral tests carried out. The sensor cluster simulation model
communicates with the ABS module sending information
about measured vehicle yaw rate and lateral acceleration
in the form of a message frame. The simulations were
carried out ether off-line or on-line. The off-line simulations

allowed limits on the signals generated by the vehicle to
be specified and indicated the most effective techniques for
noise fltering. When the model was configured, the inte-
gration was achieved and on-line experiments conducted.
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Abstract: The paper is an initial study into the context of usage of different methods for road condition 
estimation or monitoring. The aim of the paper is to implement and simulate one of the approaches and 
evaluate its usefulness for the future investigation. 

The paper is focused in particular on the problem of the road condition estimation by means of the 
extended Kalman filter (EKF) approach, expanded by an additional proportional-integral (PI) block. The 
approach has been used to estimate a key model parameter, which indicates the road condition (dry, wet, 
etc.). The tyre/road relationship has been represented by mean of the dynamic nonlinear LuGre model.  

 

1. INTRODUCTION 

Safety aspects represent a crucial issue in the case of 
commercial and domestic vehicles. Modern cars are equipped 
with active electronic systems which support the driver in 
vehicle manoeuvrability. Most of the systems such as the 
electronic stability program (ESP), anti-lock braking system 
(ABS) or traction control system (TCS) can be found in the 
majority of current day vehicles (Matusko, Petrovic, & Peric, 
2003). All of these systems are focused on increasing the 
efficiency of the interaction between the tyre patch and the 
road surface. The tyre patch is a relatively small area where 
the vehicle has contact with the road. The means by which 
the tyre interacts with the road surface has an effect on the 
stability of the whole vehicle. The successful interaction 
between these two critical interfaces depends on many 
aspects, i.e. not only tyre condition (tyre pressure, tread 
condition, tyre material) or road condition (wet or dry, 
asphalt or snow) but also on the vehicle itself (mass 
distribution in vehicle, front or/and rear drive) and of course 
the interaction efficiency and the efficiency of the control 
systems. 

The major factor responsible for the successful tyre/road 
interaction is the so called friction coefficient, denoted �. The 
friction coefficient is described as a normalized relationship 
between the friction force (�� and the normal force (���, 
which occurs at each wheel, i.e. � � ����. The coefficient 
depends on a number of factors, such as roughness of the 
road, rubber material etc. This paper is focused on the 
estimation of one of these factors, denoted here �. This factor 
(or rather its inverse) indicates the road condition, e.g. is the 
road dry, wet, snow, ice. 

In a case of the vehicle wheel and tire combination the 
friction coefficient is commonly represented as a function of 
slip, denoted  	. The tyre slip is defined as the difference 
between momentary linear wheel speed (
�) and linear speed 
of the wheel axle/vehicle (�), divided by the greater of two, 
i.e. 

	 � 
�  �����
�� ��������������������������������������� 
where: � is the angular velocity and 
 is the wheel radius. In 
other words, this quantity indicates a per unit deficiency of 
the tyre-road speed transmission. Note, that negative value of 
the nominator in the equation (�� and consequently, the 
negative value of the slip corresponds to braking action (i.e. 
when linear velocity is gather than the product of the angular 
velocity and the wheel radius) while the positive slip 
corresponds to acceleration. A typical relationship between 
the wheel slip and the friction coefficient for different road 
conditions is presented in Fig. 1.  

 

Fig. 1. Typical relationship between friction coefficient and 
wheel slip including different road conditions (Canudas-de-
Wit & Horowitz, 1999). 

Fig. 1 shows the optimal operation points, doted by arrows, at 
the peak values. The operation point for a given road 
condition corresponds to the maximum value of the friction 
coefficient, which ensures that the traction (or braking) force 
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conveyed from the wheel to the road is transferred 
maximally. This corresponds to the optimal wheel slip, which 
occurs during acceleration (or braking) and leads to an 
optimal tyre-road interaction. If characteristics (Fig. 1) are 
already established and the road conditions are known, 
knowledge of the tyre-road slip from the equation (1) via 
measurements will allow the friction coefficient, hence the 
friction force to be deduced. To achieve that it is necessary to 
be able to estimate the road condition in advanced to 
establish the operating curve  (Fig. 1). The aim of this work is 
to continuously estimate the road condition on-line; this 
condition being defined as a model parameter, which is 
updated via an extended Kalman filter. 

2. TYRE/ROAD FRICTION MODEL 

The tyre and road surfaces are by design abrasive. At a given 
contact patch these two surfaces are in contact through a 
number of microscopic irregularities having opposing effect 
providing the required adhesion. This phenomenon is 
modelled by means of elastic bristles, which form the contact 
patch of two rigid bodies, i.e. the road and the tyre. The force 
applied to the rigid body dislocates the elastic bristles, which 
operate as elastic springs (Fig. 2). Increasing the force gives 
rise to the friction force and this causes some of the bristles 
slip. 

 

Fig. 2. Illustrating the concept of the elastic bristles model. 

The model is based on the linear and rotational dynamical 
equations of the form (Matusko, Petrovic, & Peric, 2003): 

��� � � � ��������������������������������������� 
��� � 
� � �  �������������������������������� 

where � is a mass [ !", � is a linear velocity of the 
vehicle/wheel axle [��	"� �� is the viscous relative damping 
[	��", ��  is the relative velocity (�� � 
�  �) [��	", � is 
the moment of inertia of the wheel [ !��], � is the angular 
velocity [
�#�	], 
 is the wheel radius [�], � is the input 
torque applied to the wheel axis [$�] and  �� is the 
coefficient of viscous friction [$�	].  

The equations (2) and (3) are used as a basis to formulate the 
extended model describing the tyre-road friction relationship. 
One of the most common models is a lumped friction model 
known as the LuGre model. The primary derivation of this 
model can be found in (Canudas de Wit, Olsson, Åström, & 
Lischinsky, 1995) and its successive modification in 
(Canudas de Wit & Tsiotras, 1999). The LuGre model forms 
basis of the model used in this work and is represented by the 
set of equations: 

� � ����%& � �'&� � ����������������������������(� 

��� � 
����%& � �'&��  ��� � ����������������)� 
&� � ��  ��%*��*+���� &��������������������������������,� 

+���� � -. � �-/  -.�01*23 245 *678��������������������9� 
where �% is the rubber longitudinal lumped stiffness [���], & 
is the bristle deflection [�], �' is the rubber longitudinal 
lumped damping [	��], � is the coefficient indicating the 
road condition (see Fig. 1), -. is the normalized Coulomb 
friction coefficient, -/ is the normalized static friction 
coefficient and �: is the Stribeck relative velocity [��	".  
The LuGre model used here has been slightly modified. The 
new coefficients have been included to eliminate the steady-
state error (Deur, 2001). Consequently equation (6) is 
modified and is represented as: 

&� � ��  ;��%*��*+���� �
<= >*�*? &��������������������@� 

where < is a lumped model coefficient and = is the tyre-road 
contact patch length [�]. 

Combining equations (4), (5), (7) and (8) the model can be 
rearranged to a more general state-space form: 

A����&� B � A C� �5C B � ������������������������������������������������������������������������� �D� 

�

EF
FF
FF
FG

��� ;�%& � �' H��  ;��%*��*+���� �
<= >*�*? &I � ����?

�� A
�� J�%& � �' H��  ;� �%*��*+���� �
<= >*�*? &IK  ���B

��  ;��%*��*+���� �
<= >*�*? & LM

MM
MM
MN
 

O � PC�����C" � Q P������&"R���������������������������C� 
where �� � 
�  �. 

The model has three states, i.e. linear velocity of the vehicle �, angular velocity of the wheel � and dislocation of the 
bristles &. Additionally, the model contains a time-variant 
parameter � indicating the road condition. Other parameters 
are assumed to be time-invariant. The model is represented in 
continuous time, but, for the purpose of simulation a 
discretization procedure is implemented. The discrete model 
is further utilized to implement the EKF. The sampling 
interval was established experimentally by comparing the 
continuous and discrete-time model representations. The 
system with the appropriate sampling interval replicates the 
continuous representation sufficiently. The sampling interval 
was set to 1ms. 
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3. INTRODUCING THE APROACH 

1.1 EKF Estimator 

The Kalman filter (KF) estimates a state vector via a 
prediction and a subsequent correction process. The 
prediction is carried out between sampling instants while 
correction is carried out at the sampling instant, when a new 
measurement becomes available. The EKF is a modified 
linear KF estimator to deal with non-linear systems. The EKF 
is able to linearize the estimation around the current estimate 
using partial derivatives (Welch & Bishop, 2006). The non-
linear system in state-space form can be represented in the 
general form: 

�S � T��S1'� �S1'� US1'��������������������������� 
OS � V��S� �S���������������������������������������� 

where �WX� is the state vector, OWXY is the measurement 
vector, T and V are non-linear functions and random variables US and �S represent process noise and measurement noise, 
respectively. In practice, however, the noise represented by 
the variables US and �S is unknown and equations (9) and 
(10) can be replaced by approximate equations expressed, 
respectively, as: 

�ZS � T��[S1'� �S1'� C������������������������������� 
OZS � V��ZS� C�������������������������������������(� 

where �ZS and OZS are approximated state and measurement 
vectors respectively, and �[S is an a posteriori estimated state 
vector at time  . The estimation is carried out without noise 
variables (US � �S � C). It is a consequence of the 
assumption that the noise variables US and �S are both zero-
mean white noise with certain variance. The functions T and V remain non-linear. To overcome the problem of non-
linearity the EKF estimator is applied, which makes use of 
partial derivatives of both non-linear functions. The 
derivatives are expressed as (Welch & Bishop, 2006):  

\SP]�^" � _TP]"_�P^" ��[S1'� �S1'� C�����������������������)� 
S̀ P]�^" � _VP]"_�P^" ��ZS� C������������������������������,� 

The matrices \�` are Jacobian matrices of partial derivatives 
and are calculated at each time step. The linearized matrices 
and the modified linear KF can be subsequently used to 
implement the EKF as follows: 

Time update equations (prediction): 

�[S1 � T��[S1'� �S1'� C��������������������������������9� 
aS1 � \SaS1'\SR � bS��������������������������@� 

 

Measurement update equations (correction): 

cS � aS1 S̀R� S̀aS1 S̀R � XS�1'�����������������������D� 
�[S � �[S1 � cSdOS  V��[S1� C�e�������������������C� 

aS � �f  cS S̀�aS1���������������������������������� 

The estimated state vector �[S1 is equivalent to �ZS in equation 
(11) and denotes the predicted states based on the a priori 
information available between sampling instants (before 
correction). Similarly, the notation aS1 denotes the covariance 
matrix calculated from the information available between 
sampling instants, while aS is the covariance matrix corrected 
with the information available from the measurements. The 
process noise and the measurement noise present in the 
system are assumed to be zero-mean and white with 
covariance represented by matrices bS and XS respectively. 

1.2 PI EKF Estimator 

The EKF estimates three states, i.e. linear velocity of the 
vehicle �, angular velocity of the wheel � and dislocation of 
the bristles &. By means of the PI EKF the additional 
parameter gS (indicating the condition of the road surface) is 
estimated in a similar manner as it was presented in 
(Matusko, Petrovic, & Peric, 2003). To make the estimation 
possible the EKF has been modified and expanded by an 
additional proportional-integral gain term. The modified 
scheme is known as the PI EKF and a detailed description 
can be found in (Kim, Shafai, & Kappos, 1989). Equations 
(17) and (20) are modified to the form: 

�[S1 � Td�[S1'� �S1'� ghS1'� Ce�������������������� 
�[S � �[S1 � cS iOS  Vd�[S1� ghS1'� Cej������������ 

and also additional equation is introduced: 

ghS � ghS1' � ck ilS  Vd�[S1� ghS1'� Cej����������(� 
where ck  is a constant proportional-integral gain. The value 
of the gain effects on the ability of the estimator to capture 
the variations of the estimated parameter ghS. Large values of 
the gain produce a more dynamic tracking of the parameter, 
but at the same time can give rise to an oversensitive 
response. On the other hand low values of the gain reduce the 
tracking ability. Thus, the choice of the gain is a trade-off 
between tracking ability and measurement noise variance. 
Consequently, the noise variance is required in order to tune 
the estimator. In (Matusko, Petrovic, & Peric, 2003) an 
offline optimization was proposed which relied on 
minimization of the square errors between real parameter gS 
and its estimation. However, to satisfy that requirement the 
knowledge of the real parameter is necessary. If the 
relationship between measurement noise variance and gain ck  
is available the gain could be potentially changed on-line. 

4. SIMULATION RESULTS 

For the simulation purpose the discretized tyre/road model 
represented in the continuous state-space form in equations 
(7) and (8) has been used. The simulation was carried out 
with the parameters presented in the Table 1. 

The PI EKF is utilized to estimate a road condition parameter �. During the simulation the actual � was varied in order to 
simulate different road conditions. The simulation begines 
with dry conditions, after 2s it changes to wet and after the 
next 2s it starts to change linearly into snowy conditions. The 
input torque applied to the wheel axle was in the form of a 
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varying square wave function with different amplitudes. The 
input torque and the real road condition parameter are 
presented in Fig. 3. 

Table 1. Parameters used during simulation. 

Parameter Value Unit �% 40 P���" �' 4.9487 [	��] �� 0.0018 P	��" �� 0.001 [$�	] -. 0.5  -/ 0.9  �: 12.5 [��	" 
 0.25 [�] � 5 [ !" � 0.2344 [ !��] �� 14 [$] < 1.1  = 0.25 [�] 

 

Fig. 3. The real road condition parameter (upper) and input 
torque (lower). 

The optimization of the gain ck  is carried out offline for 
different values of measurement noise variance. Fig. 4 
presents a few experimental data obtained for different noise 
variances: 0.001, 0.005, 0.01, 0.05, 0.1, 0.5 and 1. These 
points are subsequently used to approximate a log-linear 
relationship between the variance X of the zero-mean white 
measurement noise and the gain ck . 
 

 

Fig. 4. Relationship between measurement noise variance and 
gain ck  (logarithmic scale). 

The results of a single run simulation are presented in Fig. 5. 
The initial condition of the parameters in question were set to 
zero. The measurement noise covariance was set to 0.01 and 
the corresponding proportional-integral gain was set to 0.05. 
The sampling interval was set to 1ms. 

Fig. 5. Vehicle velocity, angular wheel velocity, bristles 
deflection and road condition parameter � - real and 
estimated values (from upper plot to lower plot). 

6. CONCLUSIONS 

The paper has shown the potential of combining the EKF 
with an additional PI term in order to estimate the road 
condition parameter �. The approach is able to estimate the 
parameter for varying road conditions with respect to the 
measurement noise variance. The simulation studies carried 
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out to data have involved a single wheel station along with a 
constant normal force. Further work is to include vary vehicle 
loads due to a dynamic loads distribution and drive cycles 
involving variable road conditions and different measurement 
noise. Future work is also to include comparison studies of 
the benchmark method with alternative approaches.  
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Abstract: This paper deals with the detection of distributed faults in ball bearings. In
literature most of the authors focus their attention on the detection of incipient localized
defects. In that case classical techniques (i.e. statistical parameters, envelope analysis) are
robust in recognizing the presence of the fault and its characteristic frequency. In this paper the
authors focalize their attention on bearings affected by distributed faults, due to the progressive
growing of surface wear or to low-quality manufacturing process. These faults can not be
detected by classical techniques; in fact, in this case the signal does not contain impulses at
the fault characteristic frequency, but more complex components with strong non-stationary
contents. Distributed faults are here detected by means of advanced tools directly derived
from the theory of cyclostationarity. In particular three metrics - namely Integrated Cyclic
Coherence (ICC), Integrated Cyclic Modulation Coherence (ICMC) and Indicator of Second-
Order Cyclostationarity (ICS2x) - have been calculated in order to condense the information
given by the cyclostationary analysis and to help the analyst in detecting the fault in a fast
fault diagnosis procedure. These indicators are applied on actual signals captured on a test rig
where a degreased bearing running under radial load developed accelerated wear. The results
indicated that all the three cyclostationary indicators are able to detect both the appearance of
a localized fault and its development in a distributed fault, whilst the usual approach fails as
the fault grows.

Keywords: Vibration, Diagnostic, Condition Monitoring, Cyclostationarity, Bearings,
Distribuited faults.

1. INTRODUCTION

It is well-known that the vibro-acoustic signature of a
machine contains pivotal information about the machine
state of health. Because bearings play a pivotal role in
the rotating machine scenario, due to their ubiquity and
importance, a crowd of signal processing procedures have
been developed in order to extract information about
incipient localized faults from the measured acceleration
signals.

The study of localized failure detection in bearings started
over two decades ago, embracing a large number of signal
processing techniques that can be roughly subdivided with
respect to their pertinence domain, i.e. time, frequency and
time-frequency domain.

Concerning time domain several statistical parameters can
be evaluated on the time vibration signal, i.e. root mean
square (RMS), Kurtosis, Crest factor, Clearance factor
and Peak values. In particular Howard (1994), Li and
Pickering (1992) show how these parameters are robust to
varying bearing operating conditions and good indicators
of localized defects. However, Howard (1994) shows that as
the defect spreads across the bearing surfaces, the values
of these statistical parameters drop back to normal. In the
scenario of the time domain techniques for bearing diag-

nostics, acoustic emission (AE) is gaining ground as a com-
plementary diagnostic tool, thanks to its capabilities in
detecting transient elastic waves. Literally, AE is defined as
the transient elastic waves generated from a rapid release
of strain energy. In particular for bearings, AE results from
microshocks and friction between the bearing elements.
Therefore, due to the high frequency content of AE sig-
nature (about 100 to 1000 kHz), typical mechanical noise
(less than 20 kHz) is eliminated. Earliest works, Yoshioka
and Fujiwara (1982) and Yoshioka and Fujiwara (1984),
have shown that AE parameters can detect bearing defects
before they appear in the vibration acceleration range. In
Morhain and Mba (2003), Choudhury and Tandon (2000)
and Al-Ghamd and Mba (2006) a detailed investigation on
AE parameters for a range of several defect conditions in
bearings is presented.

Potential defects can also be analyzed by the frequency
domain spectrum of the vibration signal, Randall (1987).
The most used frequency method for bearing diagnostics
is the resonance technique, McFadden and Smith (1984),
which deals with the spectrum of the envelope signal,
filtered around a structure resonance frequency. However,
the effectiveness of this method relies on a suitable choice
of the frequency band around the selected resonance,
which varies from case to case; this limits the ability of this

Proceedings of the 8th ACD 2010 European Workshop on Advanced Control and Diagnosis 
Department of Engineering, University of Ferrara, Ferrara, Italy 
18-19 November, 2010

Regular Paper 
 

350



technique for automated detection. In order to overcome
this drawback, the Spectral Kurtosis (SK) represents an
effective and important tool as it is useful for locating the
frequency bands with a high amount of impulsiveness, and
also for filtering the signal to maximise that impulsiveness.
The application of SK to rolling element bearings has been
studied through the use of simulated and actual signals by
Randall et al. (2004). Another option is the use of the
Discrete Wavelet Transform (DWT) algorithm in order
to discriminate the frequency range having the highest
temporal kurtosis level, Parameswariah and Cox (2002).
Significant potential in bearing fault diagnosis can also
be achieved by time-frequency domain methods. Among
all the time-frequency analysis methods, wavelets have
been established as the most widespread tool in bearings
diagnosis, due to their flexibility and their efficient compu-
tational implementation. The work of Mori et al. (1996)
was probably one of the first to use the wavelet for the
bearing diagnosis.

All the techniques herein described treat the signals as if
they were statistically stationary. However, the signals of
interest often consist of combinations of stationary and
polyperiodic signals, which are called polycyclostationary
signals. This typically requires that the random signal is
modeled as cyclostationary, i.e. the statistical parameters
vary in time with single or multiple periodicities. The
majority of the initial works based on cyclostationary
and spectral correlation, has been carried out by Gardner
(1986). The work of McCormick and Nandi (1998) was
one of the first to apply the principles of cyclostationarity
to bearing signals. In particular, Randall et al. (2001)
demonstrate the relationship between the classical enve-
lope analysis and spectral correlation analysis. Further
works, Antoniadis and Glossiotis (2001) and Antoni and
Randall (2005), show the potential of the cyclostationary
analysis in bearing diagnostics; in fact, it can better high-
light the modulation mechanism present in the vibration
response of this type of system. In particular Antoni (2007)
discusses which cyclic spectral tool is the most suitable for
the localized fault detection in bearings.

The outlined techniques mainly deal with localized defects.
However, as a fault grows, becoming a distributed fault,
no sharp impulses are generated but a more complex
signal with strong non-stationary contents. The same
type of signal can be produced from low-quality bearings
with high roughness and geometrical irregularities. In this
condition the usual signal processing techniques fail, and
the characteristic fault frequencies can not be extracted
from the vibration signals. On the other hand, global
indicators of the bearing health can be used, i.e. the
vibration energy or the root mean square value of the
vibration signals. Unfortunately, these global indicators do
not specify where the fault is located (e.g. on the inner race
rather than the outer race).

The aim of this work is to apply cyclostationary metrics for
the identification of both the appearance and the growth
of distributed faults in ball bearings, in order to overcome
the pitfall of the usual approaches.

The paper is organized as follows. After the brief intro-
duction and the problem statement given in this Section,
the cyclostationary metrics are outlined in the next one.

Finally in Section 3, the diagnostic capabilities of the
cyclostationary approach is discussed on the basis of ex-
perimental results.

2. CYCLOSTATIONARY TOOLS

Non-stationary signals can be defined as signals which
satisfy a non-property, i.e. they do not satisfy the property
of stationarity. It is not possible to define a general theory
which treats non-stationary signals. The non-stationary
behavior of each signal has to be individually evaluated.

In the case that a signal presents periodic energy variations
a particular class of non-stationary signals can be defined:
the cyclostationarity signals.

Mathematically, a signal x(t) that satisfies the periodicity
of the first two moments can be respectively defined as
cyclostationary at order 1 (periodicity of mean) and order
2 (periodicity of instantaneous autocorrelation function).

Since this paper is focalized on the second-order cyclo-
stationary content of the acquired signals we refer to
the generalized expression of the autocorrelation function,
Gardner (1986):

Rx(t, τ) = lim
N→∞

1

2N + 1

N∑
n=−N

x
(
t+nT+

τ

2

)
x∗
(
t+nT−τ

2

)
(1)

where n is an integer and T is the period. Since, for
a second-order cyclostationary signal the autocorrelation
function is periodic, it can be expanded into a Fourier
series. The coefficients of this decomposition are the cyclic
autocorrelation function, given by:

Rα
x (τ) = lim

T→∞

∫
T

x
(
t+

τ

2

)
x∗
(
t− τ

2

)
e−j2παtdt (2)

where α is called the cyclic frequency.

In order to understand if one signal presents second order
cyclostationary behaviour it can be useful to compute the
Fourier Transform of the cyclic autocorrelation function
and obtain the so-called spectral correlation density (SCD)
that reads as:

Sx(f, α) =

∫ +∞

−∞
Rα

x (τ)e
−j2πfτdτ (3)

This function depends on two frequencies: the spectral
frequency f and the cyclic frequency α. When α = 0 the
SCD is equal to the power spectral density of the signal
x(t), whilst at other values of α the SCD is the cross-
spectral density of the signal x(t) and its version shifted
by frequency α.

For diagnostic purposes an interesting tool derived from
the SCD is the (squared-magnitude) Cyclic Coherence
(CC) defined as, Antoni (2009):

|γx(f, α)|2 =
|Sx(f, α)|2

Sx(f + α/2)Sx(f − α/2)
(4)
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As proven by Antoni this represents a correlation co-
efficient between two spectral frequencies with different
phases.

Another tool for displaying the cyclostationary properties
of a signal is the Cyclic Modulation Coherence (CMC),
which is a power-normalised version of the Cyclic Modu-
lation Spectrum (CMS) that reads, Antoni (2009):

Pα
x (f ; Δf) = lim

T→∞

∫
T

|xΔf (t; f)|2e−j2παtdt (5)

where xΔf (t; f) is the filtered version of signal x(t) through
a frequency band of width Δf centered on frequency f .
Therefore, the CMC is defined as:

CMC(f, α) = Pα
x (f ; Δf)/P 0

x (f ; Δf) (6)

In order to get simple indicators that can be useful for
quality control purposes both CMC and CC have been re-
assumed in two metrics: Integrated Cyclic Modulation Co-
herence (ICMC) and Integrated Cyclic Coherence (ICC)
derived from CMC and CC respectively. These metrics
have been calculated integrating both coherences along
variable f . This paper is focused on the evolution of the
second-order cyclostationary content with bearing condi-
tions. Therefore, the above defined metrics are evaluated
on the residual signal, which reads as the difference be-
tween the signal and its first-order cyclostationary part.
In practice, this corresponds to consider these metrics
based on the second-order cumulant (i.e. the autocovari-
ance function) instead of the second-order moment (i.e.
the autocorrelation function).

The last implemented cyclostationary tool is the Indicator
of Second order cyclostationarity (ICS2x) outlined in Raad
et al. (2008). This indicator tries to quantify the distance
of a second-order cyclostationary process from the closest
stationary process having a similar power spectral density
giving an indication of the presence of second-order cy-
clostationary components within a signal. It is defined as
(Antoni (2009)):

ICS2x =
∑
α∈A

∣∣∣∣∣ limT→∞
∫
T
|xR(t)|2e−j2παtdt

∣∣∣∣∣
limT→∞

∫
T
|xR(t)|2dt (7)

where A is the set of all possible cyclic frequency α and
xR(t) is the residual signal. As reported by Raad et al.
(2008), this is a cumulant based estimator.

3. EXPERIMENTAL RESULTS

An experimental campaign was carried out on a ball
bearing in order to obtain distributed fault on the outer
race, by using a test-bed composed of an asynchronous
4-pole motor which moves a shaft by means of a driving
belt. The shaft is supported by a couple of cone-shaped
bearings, Fig. 1 (a).

The bearing under test is a double-row self-aligning type
SKF 1205; it is cantilever mounted on this shaft at the
opposite to the pulley. A radial external load supplied

Fig. 1. (a) Test Rig; (b) Bearing outer race at the end of
the test.

by a leverage system acts on the test bearing. In the
present test, the bearing was externally loaded with a force
of 1962N , while the shaft was rotating at 26.6Hz. The
bearing was degreased in advance in order to accelerate
the wear process and then mounted on the test machine.
Three accelerometers Brüel & Kjær were used to measure
the vibration signal (0.1Hz ÷ 16.5 kHz) and they have
been connected to a LMS acquisition board. The vibration
signals were acquired each 15 minutes with an acquisition
time of 2 minutes, obtaining 21 acquisitions in total. The
data were later post-processed using Matlab software. The
sampling frequency was 51.2 kHz. At the end of the test
the bearing was unmounted to check the status of the
surfaces. The outer race of the bearing presented a groove
corresponding to the passage of the balls, see Fig. 1 (b).
The groove length took more or less half of the outer race
circumference.

The expected frequencies of the typical faults are com-
puted from the usual formulae, McFadden and Smith
(1984). Their values for the bearing under test are collected
in Table 1. Since the damage mainly involves the outer race
in the actual case, the outer race fault frequency is briefly
referred as ‘fault frequency’ in the following.

Table 1. Characteristic fault frequencies

Description Symbol [Hz]

Rotation frequency fr 26.6
Outer race fault frequency fo 127
Inner race fault frequency fi 192

Cage fault frequency fc 10.6
Ball fault frequency fb 121

In this paper it is considered only one of the three
acceleration signals: it deals with the vibration signal that
has be proven to be less affected by the transmission path.
Fig. 2 depicts that time signal captured during acquisitions
n. 1 (first) and 21 (last) for a complete revolution of the
shaft. As expected, the overall amplitude level strongly
increases from the first to the last acquisition, but no
impulsive content can be observed. Actually a distributed
fault is not related to an impulsive content, but to an
increase of the signal energy. Therefore, the evaluation of
the RMS value can be an useful parameter for condition
monitoring.

As depicted in Fig. 3 the RMS value gives an alarm on
acquisition 5 where probably the condition of the bearing
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Fig. 2. Time signal for one shaft rotation: n. 1 first
acquisition; n. 21 last acquisition.

is changed. However the RMS remains high until the end of
the acquisitions giving no information about the evolution
of the fault. In addition, due to its global nature the RMS
cannot give any information about the fault position.

Fig. 3. RMS trend for acquisitions 1 to 21.

In order to better investigate the fault behavior, the
classical envelope analysis is carried out by following these
steps:

- band-pass filtering around a suitable frequency;
- computation of the analytical signal, which is a complex
quantity having the acquired signal as real part and its
Hilbert Transform as imaginary part;

- computation of the Spectrum of the absolute value of
the analytical signal.

The first step, i.e. the choice of a proper frequency band
for signal filtering, plays a pivotal role in this approach.
As a matter of fact, the frequency band with the highest
amount of impulsive components have to be chosen in
order to proper highlight the fault signature. In this work,
the choice of the optimal frequency band is done by means
of the Discrete Wavelet Transform (DWT) technique in
order to extract the frequency band with the maximum
time domain kurtosis value (TK), which is strictly related
to the impulsive content of the signal. As mentioned
in Parameswariah and Cox (2002), the DWT technique
provides a multi-resolution representation of signals with
different time-frequency scales. The calculation is based
on the Mallats algorithm (or pyramid algorithm) and
it is implemented in Matlab. This is a very practical
filtering algorithm that enables the wavelet transform to
be computed in the form of a discrete wavelet transform.
As described in Parameswariah and Cox (2002), one can
look at Mallats algorithm (pyramid algorithm) either as a
way of calculating wavelet coefficients at various scales or
as a filter bank for processing discrete-time signals. The

pyramid algorithm operates on a finite set of input data
whose length is an integer power of two. These data are
passed through two convolution functions that essentially
act as filters. After the implementation of the DWT
algorithm the band presenting the maximum temporal
kurtosis has been considered as the optimal frequency
band. After the application of this algorithm the 19 ÷
25 kHz frequency band is chosen. Once computing the
spectrum of the absolute value of the analytical signal the
amplitude of the faulty frequency component (i.e. 127Hz)
is plotted for all acquisitions (Fig. 4).

Fig. 4. Amplitude of the fault frequency component in
the Envelope Spectrum of the raw signal: trend for
acquisitions 1 to 21.

It can be noted that the envelope analysis confirms what
found by the RMS value analysis trend. Moreover the
envelope can identify the presence of a localized fault on
the outer race around acquisition n. 5. In more details this
localized fault gives origin to very slight but detectable
impacts. The envelope is sensitive to these impacts show-
ing the ball passing frequency on the incipient localized
defect. Unfortunately this technique cannot supply further
information concerning the increase of severity and exten-
sion of the wear. As a matter of fact, when the localized
defect on the outer race grows, becoming a distributed
fault, no impulses are generated; thus, this technique can
not highlight the fault evolution.

At this stage the cyclostationarity analysis has been ap-
plied as a powerful tool in order to obtain information
concerning the fault evolution. As said before this type of
analysis is well suited in describing the vibration response
signal captured from a ball-bearing with a distributed
fault. In fact, it is reasonable that this signal has non-
stationary properties with a second-order cyclostationary
content, due to the periodic variation of the bearing con-
figuration. For example, the action of the balls passing
on a distributed fault on the outer race produces a cy-
clostationary vibration with fundamental cyclic frequency
corresponding to the ball passing frequency. This is the
reason why the cyclostationary tools such as Cyclic Co-
herence (CC) and Cyclic Modulation Coherence (CMC)
were implemented. In order to condense the information
derived from these two distributions in one simple metric,
their Integrated versions along the frequency axis have
been computed obtaining the above-described Integrated
Cyclic Coherence (ICC) and Integrated Cyclic Modulation
Coherence (ICMC) for all 21 acquisitions.

The use of both Coherences gives more advantages with
respect of the quantities (Sx(f, α) and Pα

x (f ; Δf)) from
which they have been derived. As a matter of a fact, the
Coherences are not affected by the scale effects, so the
values they assume are not dependent on the increase of
the overall signal level due to the distributed fault increase.
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In that circumstance only the amplitude of the cyclic
frequency of the fault has an influence on the Coherence
value.

Fig. 5 depicts the ICC for in the 110 ÷ 200Hz cyclic
frequency range for all the acquisition. It is possible to
notice that only the cyclic frequency of the outer race fault
is present, which is a clear information concerning the fault
location. Therefore, hereunder only the cyclic frequency of
the outer race fault is investigated.

Fig. 5. Integrated Cyclic Coherence (ICC) for acquisitions
1 to 21.

The amplitude of the faulty cyclic frequency (i.e. 127Hz)
for both ICC and ICMC has been tracked for all 21
acquisitions and depicted in Fig. 6 and Fig. 7 respectively.

Fig. 6. Integrated Cyclic Coherence (ICC): trend of the
fault cyclic frequency amplitude for acquisitions 1 to
21.

Fig. 7. Integrated Cyclic Modulation Coherence (ICMC):
trend of the fault cyclic frequency amplitude for
acquisitions 1 to 21.

For both indicators we can observe the same trend: a first
part in which the trend increases due to the localized
fault appearance (around acquisition n. 5); a second part
where the indicators assume lower but almost constant
values while the race area interested by the fault becomes

larger and a third part (around acquisition n. 19) where
the increasing of the fault severity causes an increase of
the indicator amplitudes. These indicators bring extra
information than the envelope analysis since they are able
to monitor both the fault appearance and the growth.

Finally, the ICS2x is evaluated in order to have a simple
cyclostationary metric that can track the fault evolution.
In particular, this metric is computed in the cyclic fre-
quency range covering the first two fault harmonics. Fig. 8
depicts the trend of this cyclostationary metric for all
the acquisitions. It is possible to notice as this metric
shows the same results obtained by using ICC and ICMC,
highlighting both the fault appearance and the growth.
In particular this metric is simpler to implement, and
therefore it can be an useful alternative compared to the
previous ICC and ICMC for distributed fault diagnostics.

Fig. 8. ICS2x trend for acquisitions 1 to 21.

4. CONCLUSION

This paper proposes a cyclostationary approach in order
to identify distributed faults in ball bearings. The effec-
tiveness of this approach is assessed through an exper-
imental test: a degreased bearing running under radial
load developed accelerated wear, while the vibration signal
is periodically captured during the bearing life in order
to monitor its deterioration. Classical and cyclostationary
techniques are then applied to the signals. The results
indicate that the usual approach can detect the appearance
of the fault but can not track the successive growth. On the
contrary, cyclostationary tools like ICC and ICMC are able
to detect both the appearance of a localized fault and its
development in a distributed fault. Therefore it seems that
the use of the cyclostationarity approach can be used not
only with localized faults but also with distributed ones.
In addition, since the ICS2x gives the same results as the
other metrics and it is simpler to be implemented, it can
be considered as a robust tool for applications in on-line
monitoring. The implementation of this metic in on-line
detection systems and its practical performance should be
taken into account in the development of this research.

Future works are also needed in order to apply the de-
tection of bearing distributed faults in more complex ma-
chines, such as gearboxes. In particular, the effectiveness
of the studied cyclostationary metrics will be tested on
signals acquired on gearbox during the bearing life. As a
matter of fact, in these complex machines the vibration
due to the faulted bearing is generally hidden by signal
components rising from the tooth meshing. Therefore,
more complex techniques could be required in order to
extract features related to the bearing condition.
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Abstract: This study proposed a model-based robust fault detection (RFD) method using soft computing 
techniques.  Robust detection of the possible incipient faults of an industrial gas turbine engine in steady-
state conditions is mainly centered. For residual generation a bank of Multi-Layer perceptron (MLP) 
models, is used, Moreover, in fault detection phase, a passive approach based on Modellling Error Model 
(MEM) is employed to achieve robustness and threshold adaptation, and toward this purpose, Local 
Linear Neuro-Fuzzy (LLNF) model is exploited to construct error model to generate uncertainty interval 
upon the system output in order to make decision whether or not a fault occurred. This model is trained 
using the Locally Linear Model Tree (LOLIMOT) algorithm which is an incremental tree-structure 
algorithm, In order to show the effectiveness of proposed RFD method, it was tested on a single-shaft 
industrial gas turbine prototype model and has been evaluated using non-linear simulations, based on the 
gas turbine data.  
Keywords: fault detection, neural network, gas turbine engine, local linear neuro-fuzzy local linear model 
tree (LOLIMOT), system identification. 

 

1. INTRODUCTION 

Nowadays reliability is one of the crucial issues in automatic 
system design and has received great attention during last two 
decades. Due to manufacturing defects, erosion-corrosion and 
tear, and other kind of performance deteriorations in system’s 
components, and in order to prevent major collapses in plant, 
system shutdowns, “early” diagnosis of faults is an important 
factor. Among different fault diagnosis approaches model 
based methods are still a wide  open area of research.  In 
order to make model-based fault detection(FD) algorithms 
more applicable to real industrial systems, neural networks, 
fuzzy sets or their combination (neuro-fuzzy) can be 
considered (Patan et al., 2008). 

A FD method must be effectively developed to cope with un-
wanted and uncontrolled effects such as disturbance, noise, 
uncertainty of the model, etc. which could dramatically 
decrease the reliability of fault detection. Robustness could 
be included in fault diagnosis procedure via active and 
passive approaches (Patan et al., 2008). Active methods 
usually leads to define suitable performance index and 
optimize it with the objective of achieving most sensitivity to 
fault and most robustness to disturbance, noise, etc. A variety 
of active robust fault diagnosis methods, of course, with 
application to linear/linearized systems, are proposed in the 
literature such as unknown input observer (Chen et al., 1996), 
robust parity equation (Gertler, 1998), H� (Frank and Ding, 
1994), H � (Jaimoukha et al., 2006). The main drawback of 
above active methods is that they are not applicable in real 

industrial applications, because some realized hypothesis, 
which are not possible in practical environment, are taken in 
to account in enhancing of robustness to fault diagnosis such 
as: prior knowledge of disturbance and noise acting on the 
system is always available, and the model of the system is 
accurate enough to describe the plants dynamics. Another 
approach for RFD is passive approach that which is usually 
based on the adaptive threshold computed for the residual by 
propagation of uncertainty to residual. Passive approaches 
tackle to RFD problem despite of model uncertainty, and that 
is the main reason makes passive approach more suitable for 
experimental applications than active one.� ¨}�z�� are ideas 
which were proposed in order to drive adaptive threshold for 
nonlinear systems using soft computing techniques. Fuzzy 
logic was used to describe threshold changes (Sauter et al., 
1993; Schneider, 1993). GMDH neural networks were also 
used for threshold adaptation by estimating of model 
uncertainty in order to perform robust fault diagnosis (Patan, 
2008). Model error modeling (MEM) can be used as passive 
approach in RFD. Robust fault diagnosis using MEM was 
performed successfully on dynamic systems (Patan et al., 
2008).  

In addition to importance of robustness extension to fault 
detection procedure, FD method must also tackle to detection 
of incipient faults. Since in industrial applications, it is 
commonplace for most of the faults to develop slowly over a 
long period of time, these type of faults are hardly detectable 
immediately by a simple inspection of output signals, hence, 
a proposed FDI method must be developed effectively so that 
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timely detection of ramp faults as well as robustness to 
uncontrolled effects such as disturbance and noise, etc. 
achieved. 

This study is concerned with the use of MLP neural networks 
applied to FD of nonlinear dynamic systems, based on 
multiple modeling, besides LLNF model trained with 
LOLIMOT algorithm is used for model error modeling in 
order to generate adaptive (thresholds) bands. Due to 
computationally complex of MEM in a data-driven 
identification task, ability of LOLIMOT algorithm in fast 
training of LLNF models with any given network topology 
leads to less computationally expense than exploiting 
classical or neural models, which will be very suitable for on-
line RFD applications. The proposed robust FD scheme is 
validated with an industrial gas turbine engine (IGTE) 
developed at ABB-Alstom power, United Kingdom. 

The rest of paper is organized as follows: In section 2 a brief 
overview of gas turbine under consideration and its�possible 
faulty scenarios description is presented, section 3 introduces 
the proposed RFD method. Fault detection using simple 
thresholding and also MEM- based robust fault detection 
using LLNF models with LOLIMOT learning algorithm are 
included in sections 4, 4.1, respectively.  Simulation results 
obtained by proposed techniques are included in section 5, 
moreover, brief comparison with other proposed fault 
diagnosis methods on the under consideration gas turbine 
benchmark is presented in the last part of this section, and 
finally main conclusions obtained are drawn in section 6.

2. SYSTEM AND FAULY SCENARIOS DESCRIPTION 

In  gas turbine engine of interest in this study air flows via an 
inlet duct to the compressor and the high pressure air from 
the compressor is heated in combustion chambers and 
expands through a single stage compressor turbine. A 
Butterfly valve provides a means of generating a back 
pressure on the compressor turbine (there is no power turbine 
present in the model). Cooling air is bled from the 
compressor outlet to cool the turbine stator and rotor, A 
Governor regulates the combustor fuel flow to maintain the 
compressor speed at a set-point value (Patton et al., 2000). 
For simulation purposes a full scale Simulink prototype 
model of such an industrial gas turbine Developed at      
ABB-Alstom Power, United Kingdom was used. The 
SIMULINK prototype simulates the real measurements taken 
from the gas turbine with a sampling rate of 0.08s. The model 
has two inputs and 28 output measurements which can be 
used for generating residuals The Simulink model where 
validated in steady state conditions against the real 
measurements and all the model variables were found to be 
within 5% accuracy. Four common faulty scenarios of an 
industrial gas turbine engine are proposed to be tackled in 
this paper: 

1) Compressor contamination, [f1], core engine performance 
deterioration. 

2) Thermocouple sensor drift, [f2], (Slowly increasing reading 
over the time). 

3) High pressure Turbine seal damage, [f3], (turbine 
efficiency gradual reduction). 

4) Fuel actuator friction wear, [f4].  

Valve angle (av), and fuel flow (ff) that is also a control 
variable are the input measurements whereas The output 
sensors are those used for the measurement four output so-
called compressor torque (Qoc), Compressor outlet 
temperature (Toc), combustion chamber outlet pressure (Pocc) 
and, combustion chamber outlet pressure back to compressor 
that for simplicity, we named this measurement as 
compressor inlet pressure (Pic), are considered output 
measurements for intent of fault detection. 

3. PROPOSED ROBUST FAULT DETECTION METHOD 

The proposed RFD scheme which is shown in Fig.1 could be 
abbreviated in two parts: residual and uncertainty bands 
generation and decision making on fault occurrence time. 
Detection of faults is implemented by modeling of the normal 
behavior of monitored gas turbine closed loop system using 
MLP neural network, then, the residuals are generated by 
comparing the predicted output using MLP models and, 
system outputs. Since the MEM is quite a time consuming 
task and also high-order model is needed to create a faithful 
replica of modeling error, neuro-fuzzy (NF) models could 
have a better performance in modeling than other structures 
due to their ability in representing nonlinearity by several 
local linear models. 

 In order to perform robust fault detection, LLNF models 
trained with well-known fast training LOLIMOT incremental 
algorithm are used to identify error model. After selecting of 
proper inputs and output, an input-output model of modeling 
error (residual) is identified. Inputs of process and also the 
residual are used as the input of this model. The output of 
these modeling error models are added with correspondent 
nominal model’s output in order to generate centre of 
uncertainty region (UC). Then in uncertainty bands generator 
block, upper and lower bands are built by some statistical 
extension to generated uncertainty centers. Decision on 
occurrence of fault is then made using these bands 
considering system outputs. 

. 

4. FAULT DETECTION 

The residual signals are generated based on comparison 
between the measurements coming from plant full scale 
simulator and predicted signals given by the MLP models. 
The residual are calculated as follows: ©@�ª
 � �@�ª
 * �«@�ª
�����������������������������������������������������������������������������
�¬}�z���®�¯
�����«®�¯
� �z�� �z&����� ~����z�~��|�� �����z��{�|{&����z�����|{��x
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�
Fig.1. Neural and Neuro-Fuzzy based RFD scheme: residual 

generation, threshold adaptation. 

. It is clear that the residual signals should have near zero 
behaviour in absence of faults otherwise meaningfully 
deviation from zero. The main objective of fault detection 
(FD) is timely detection of faults presented in the system to 
have enough time to take counteractions such as 
reconfiguration, maintenance, repair or other operations. The 
fact may vague fault detection by rising false alarms is that 
faults can commonly be described as inputs, and moreover, 
there is always modeling uncertainty due to an incorrect 
model structure or un-modeled disturbances, noise and 
dynamics. Hence, in a fault detection problem there is always 
a compromise between false alarms and revealing of fault 
detection, and when more delays in detection of faults is 
tolerable, false alarm rate reduction is preferable.  
One common idea employed for fault detection is simple 
(constant) thresholding. In order to make a decision whether 
or not a fault occurred, fixed threshold can be applied. In 
decision making step, testing of threshold (P) overpassing is 
applied to residual signal(R) as follows: 

               0     if     1°�Z
1 ± ²        
  S (t) =                                                                                  (2) 
               1     if     1°�Z
1 ³ ²        

Where S is fault signature. In order to establish the 
identifiable fault signature the threshold value P must be 
settled. There are a variety of statistical or experimental 
considerations based approaches to drive simple threshold. 
A frequently used constant thresholding method is            
�-standard deviation. Supposing that the residual as an 
N(m,s) random variable, simple thresholds could be defied 
as: ����² � �3� ´ ��µ��������                                                          (3) 

Where µ is a tuning parameter that can be 1, 2 or 3.  

4.1. Model Error Modeling and robust fault detection

Model Error Modeling (MEM) employs prediction error 
methods to identify a model from input-output data. After 
that, one can estimate the uncertainty of the model by 
analyzing residuals evaluated from the inputs. Uncertainty is 
a measure of unmodelled dynamics, noise and disturbances. 
The identification of residuals provides the so-called error 
model (Pattan et al., 2008). 
Original frequency domain MEM algorithm (Reinelt et al., 
2002) was mapped into time domain version one, and utilized 
in robust fault diagnosis of dynamic systems (Pattan et al., 
2008). 
Time domain MEM procedure for uncertainty interval 
generation aiming at robust fault diagnosis, can be sketched 
by the Algorithm 1 below. 

  Algorithm 1. 

   Step 1: Identify a nominal model of process, and then                 
compute residual (R�� � * � �«). 

   Step 2: Identify an error model by collected !¶�� °®# data 
where ¶ is system input and °® is i-th residual. 

   Step 3: build the center of uncertainty region as               
UC � « + °·, where « is the output of nominal model 
of the process and °· is the output of error model. 

   Step 4: If the model error model is not falsified by the data, 
one can use statistical properties to calculate a 
confidence region. Uncertainty upper and lower 
bands (interval) can be generated using the response 
of error model and center of uncertainty region as   ¸�¹,º � « � °· ± tßs, where t� is the N (0, 1) tabulated 
value assigned to a given confidence level, and s is 
the standard deviation of��©».      

 Soft computing technique can be employed to carry out 
process and model error modelling. When a nominal model 
of process is constructed then the most important phase is to 
create an accurate error model. How to construct and train an 
accurate error model by means of LLNF model is described 
in detail in the next section. It is worth noting that °�· �represents a structured uncertainty, disturbances, etc.  
  
4.1.1. MEM-based threshold adaptation using LLNF model

 The more important use of model error models is to let it be 
different from the nominal model structure, e.g. non-linear 
and/or time varying and in most cases a linear model could 
not be a faithful replica of modeling error (Reinelt et al., 
2002). But the golden rule in identification task is to try 
simple things first. If a linear model does a decent job, one 
should not bother wasting time on fancy nonlinear models 
such as neural networks. But the underlying residual being 
nonlinear, obviously linear error model doesn’t work well. 
Hence one should start with fitting a linear model if the result 
weren’t satisfactory try a nonlinear structured model. 
Additional to above remarks, faithful symmetric uncertainty 
bands generation and well-working of MEM technique in 
robust fault detection, critically depends on employing an 
effective identifier. Moreover, enhancing such MEM based 
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fault detection decision step to diagnostic system, especially 
in on-linefault diagnosis applications, leads to increasing in 
computationally expense of FD algorithm. In order to tackle 
such a problem, LLNF model training with a very fast 
training algorithm so-called LOLIMOT, in comparison to 
other time consuming conventional learning algorithm, is 
utilized to develop an accurate error model. 

The network structure of LLNF with external dynamic is 
shown in Fig.2. Each neuron realizes a Local Linear Model 
(LLM) and an associated validity function that determines the 
region of validity of the LLM. The network output is 
calculated as a weighted sum of the outputs of the local linear 
models, where the validity function is interpreted as the 
operating point dependent weighting factors. The validity 
functions are typically chosen as normalized Gaussians. 
The local linear modeling approach is based on a divided-
and-conquer strategy. A complex error (residual) model 
divided into a number of smaller and thus simpler sub-
problems, which are solved independently by identifying 
simple linear models (Nelles, 2001; Nelles and Iserman, 
1996). The most important factor for the success of such an 
approach is the division strategy for the original complex 
problem this will be done by an algorithm named LOLIMOT 
(Locally Linear Model Tree). LOLIMOT is an incremental 
tree construction algorithm that partitions the input space by 
axis-orthogonal splits (Nelles, 2001).In each iteration, a new 
rule or local linear model is added to the model and the 
validity functions that correspond to the actual partitioning of 
the input space are computed, and the corresponding rule 
consequence are optimized by a local weighted least squares 
technique. 

Fig.2. Network structure of a local linear neuro-fuzzy model 
with external dynamics. 

Five step LOLIMOT algorithm is summarizes as (Nelles, 
2001): 
 Algorithm 2. 

     Step1: Start with an initial model  
     Step2: Find worst locally linear model which has    

maximum local loss function. 
     Step3: Check all hyper-rectangles to split (through). 
           3a. Construction of the multi-dimensional Fuzzy 
                 membership Functions for both hyper rectangles. 
           3b. Construction of all validity functions. 

           3c. Local estimation of the rule consequent 
                 parameters for both newly generated LLMs. 
           3d.Calculation of the loss functions for the                 

current overall model. 
     Step4:  Find best division (the best of the alternatives                 

checked in Step 3, and increment the number of              
LLMs: M � M+1). 

     Step5: Test for convergence. 

The training procedure of error model using LLNF network is 
illustrated in Fig.3. Furthermore, in our case, MLP neural 
network is employed to extract the nominal model of process 
while LLNF network is used to model an “error” system with 
the input of the real system and the output R. 

Fig.3. Error model training scheme using LLNF model 

Choosing a proper structure for error model is very important 
in MEM technique, and starting with an a priori chosen 
flexible structure, e.g. the 10-th order FIR filter is 
recommended in (Reinelt et al., 2002).If this error model is 
not falsified by the data keep it. Otherwise increase the model 
error model complexity until it is un-falsified by the data 
(Patan et al., 2008). 

5. SIMULATION RESULTS 

In the case of NNs based system identification the important 
factor is number of neurons as well as epochs. Large number 
of neurons caused complexity in computations and also over 
parameterization problem. Thus, small and reasonable neuron 
number is preferable. Optimal neuron and epoch’s numbers 
are determined by means of mean square error curves in 
logarithmic scaled plots due to sharp diminishing of mean 
square error values. As four outputs are taken into account for 
fault detection of underlying gas turbine, the relevant number 
of MLP models is also four MLP based models.  

In order to obtain an accurate identification results for all of 
four cases a Levenberg–Marquardt training algorithm was 
employed and training was terminated, when a minimum in 
the mean-square error of the test data was achieved. 
Moreover, two time series of data from different turbine 
operation pints were used in order to evaluate the 
generalization ability of the networks. MISO model’s output 
for the case of compressor torque is illustrated along with 
correspondent system outputs in Figs. 4. The number of 
neurons and their corresponding RMSE for each MLP model 
are listed in Table 1. Through trial and error� during 
identification, the numbers of input and�output dynamics are 
obtained. 
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Table 1.  Root Mean Square Error and optimal neuron 
number 

Model 

Hidden  

Neuron 

number 

RMSE 

Train Valid.1 Valid.2 

MLP__Qc� 6 2 e − 3 2.05 e – 2 2.55 e − 2

MLP__Toc� 7 1.3 e − 3 1.52 e – 2 4.47 e − 2

 MLP__Pocc� 7 8.94 e − 2 1.84e – 2 1.1 e − 2

MLP__Pic� 6 2.21 e − 3 9.1 e – 3 3.21 e − 2

�
Fig.4. MLP model performance of compressor torque. �

After training four accurate MLP models in fault free 
condition, these models are used to generate residuals by 
running the simulator with fault free and then all faulty cases 
operating one by one over the operating ranges. Using the 
scheme presented in Fig.1, in order to perform fault 
detection, both simple and adaptive thresholding methods 
presented in sections 4, 4.1 are employed. Constant 
thresholds were settled according to (3), and threshold 
adaptation was carried out using algorithm 1.  Fig.5 shows 
the output of the error model along with the residual for the 
case of R2 derived from Toc output, exploiting both          
auto-regressive exogenous (ARX) and LLNF models. As can 
be seen high order ARX model(30-th order) is less effective 
than LLNF model and has severe problems, thus it could be   
concluded that this is due to that the underlying [U, R] 
system being nonlinear. Generated uncertainty bands for 
different faulty conditions as well as decision making on 
revealing of each faulty scenarios in terms of these 
uncertainty intervals pre-set on system output for the cases of 
f1 and f3 are also illustrated in Figs. 6-7. The results of the 
fault detection using both constant thresholding and proposed 
neuro-fuzzy based model error modelling technique are 
presented in Table 2. 

Fig.5. Residual and the error model output for the case of 
combustion chamber outlet pressure in nominal condition. 

Fig.6. Fault detection using model error modelling for f1
using compressor torque. 

Fig.7. Fault detection using model error modelling for f3
using combustion chamber outlet pressure. 
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By comparing achieved results from above fault detection 
methods in Table 2, and also comparing of the achieved 
results with  the FD results presented in other related works 
on the literature on fault detection of this industrial gas 
turbine prototype confirm that the proposed neuro-fuzzy 
based RFD technique demonstrates more reliable behaviour 
and robustness than other FD methods. In addition to Timely 
fault detection in all of four ramp faulty scenarios, dramatic 
decrease in false alarm rates, which is an important factor in 
fault detection task, was also effectively achieved using 
MEM method.  

6.  CONCLUSIONS 

A hybrid multiple model-based robust fault detection method 
was presented and early fault detection of an industrial gas 
turbine engine working on different operating points was 
achieved. MEM based method using LLNF techniques were 
also proposed for robust fault detection in comparison to 
simple thresholding methods.  

The main contributions of this paper are: 

1) Nonlinear dynamic identification of gas turbine 
engine was performed. 

2) Moreover, robust identification of gas turbine engine 
using both neural and neuro-fuzzy techniques was 
carried out. 

3) A straightforward robust fault detection method based 
on local linear neuro-fuzzy techniques was proposed 
and was applied effectively on an industrial gas 
turbine prototype. 

Due to nonlinear aspect of both neural networks and LLNF 
models it could be concluded that proposed RFD approach 
can be easily exploited as a general approach to cope with 
fault diagnosis of other nonlinear dynamic systems. 

Developing our RFD method in order to deal with detection 
of multiple faults could be a worthwhile future contribution 
and also proposed RFD method could be easily employed in 
on-line fault diagnosis applications. 
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Abstract: This paper presented Radial Basis Function (RBF) network as a classifier for Fault Detection 
and Isolation (FDI) and to enhance the model accuracy, a real-coded Genetic Algorithm (GA) is 
implemented to search for optimal model parameters. Comparison between the performance of FDI by 
using RBF Neural Network and RBF Neural Network which improved by Genetic algorithm is presented. 
These techniques are applied to simulated data collected from the Tennessee Eastman Process (TEP) 
chemical plant simulator that is designed to simulate a wide variety of faults occurring in a chemical 
plant based on a facility at Eastman chemical. In this study detection and isolation of all faults recorded 
in the process is investigated.  
Keywords: Fault Detection, Fault isolation, Radial Basis Function (RBF) Network, Genetic Algorithm, 
Principle Component Analysis (PCA),Tennessee Eastman process (TEP). 

 

1. INTRODUCTION 

Modern chemical process is becoming more and more 
complex, usually including a large number of components 
(such as sensors, actuators, and computers, etc). They require 
more reliable operations since system malfunctions may 
cause serious safety problems. In order to maintain a high 
level of safety, quality and reliability in control systems, it is 
very important that abnormal system operations and 
component faults are detected promptly. Therefore, there has 
been a surge of interest in research and application on fault 
detection and isolation (FDI) techniques in the last three 
decades. Since early development in 1980’s this area has 
matured with the conception of various FDI methods. The 
main purpose of all FDI methods is to monitor system 
operations in the case of faults, accommodate the source of 
the faults so that timely corrective actions are taken. System 
reconfiguration can be accomplished afterwards by human 
operators or automatic configuration to maintain nearly 
normal operation. The process simulator for the Tennessee 
Eastman industrial challenge problem was created by the 
Eastman chemical company to provide a realistic industrial 
process in order to evaluate process control and monitoring 
methods. 

 This paper presents fault detection and isolation using RBF 
network and increases its performance with applying genetic 
algorithm optimization on TEP. 

 We should note that in this paper detection and isolation of 
all faults recorded in the process has been discussed. While in 

most papers in this field, only some specific faults have been 
investigated.  

1.1 Fault detection and isolation techniques on TEP  

Fault is a non permitted deviation of a characteristic property 
which leads to the inability to fulfil the intended purpose and 
failure is complete breakdown of a system component or 
function. Fault detection is determination of the presence of a 
fault in a system and the time of its occurrence. Fault 
isolation is estimation of the type, magnitude and cause of the 
fault. 

 Signal based fault detection is the most frequently used 
diagnosis method in practice. The idea is to monitor the level 
of a particular signal and raise alarm when the signal reaches 
a certain threshold. Sumana C. suggests Dynamic Kernel 
Scatter-difference-based Discriminator Analysis (DKSDK) a 
novel method fault diagnosis of TEP (2009). Leo H. Chiang 
used Fisher discriminator analysis and Support Vector 
Machines (SVM) for fault diagnosis in TEP (2004). LI Gang 
applied PLS based contribution plots for fault diagnosis for 
this process (2009). Zhang Ying-Wei offers decentralized 
fault diagnosis of large-scale processes using Multi Block 
Kernel Principle Component Analysis (MBKPCA) (2010). 
S.Bahrampour applied modified Gath-Geva clustering 
technique for fault detection in TEP (2009). Manabu Kano 
used dissimilarity of process data for process monitoring 
(2000). Ashish Singhal evaluate a pattern matching method 
the TEP (2006). Sylvian Verron applied Bayesian Network to 
the TEP (2006). Noruzi M. applied fault detection of the 
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Tennessee Eastman process using improved PCA and neural 
classifier (2009). 

Model based fault detection can be defined as detection and 
isolation of faults by comparing the system’s available 
measurements with a priori information represented by a 
mathematical model of system. The difference between real 
measurements and estimates of these measurements are used 
to generate a residual quantity. Fault is then detected by 
setting a threshold on this residual quantity. Nan.Ye applied 
optimal averaging level control for the Tennessee Eastman 
problem (1995). 

Expert system is based on heuristic knowledge as, if set of 
symptoms were occurred then fault occurred. Methods based 
on soft computing consist of artificial neural network (ANN), 
fuzzy logic, genetic algorithm and combination of those 
methods. Yong MAO applied fault diagnosis based on fuzzy 
support vector machine with parameter tuning and feature 
selection on TEP (2007). So many other researches and 
methods are proposed for fault detection and isolation in TEP 
as a challenge. This paper presents a combination of RBF 
network and genetic algorithm optimization for fault 
detection and isolation and introduces a novel method to get 
better results in this challenge.   

2. RBF NETWORK 

2.1 Network structure for FDI 

If several RBF neurons are used in parallel and are connected 
to an output neuron the radial basis function network is 
obtained. Structure of RBF network is shown in (Fig. 1). 

Fig. 1. Structure of RBF network 

In basis function formulation can be written as  
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With the output layer weights iW . The hidden layer 
parameters contain the centre vector iC , which represents the 
position of the ith basis function, and the norm matrix�i

 , 

which represents the widths and rotations of the ith basis 
function. 

2.2 RBF Network Training 

For training of RBF networks different strategies exist. 
Typically, they try to exploit the linearity of the output layer 
weights and the geometric interpretability of the hidden layer 
parameters. Thus, most strategies determine the hidden layer 
parameters first, and subsequently the output layer weights 
are estimated by least squares. There are two methods for 
training of hidden layer parameter such as centre of gravity    
( iC ) and standard deviation (�i

); that consist of 

supervised and unsupervised methods. Due to used data for 
FDI system are selected from real data of TEP, thus 
supervised method is selected for training of gravity centres 
and standard deviation. Because of TEP is a nonlinear 
system, thus in designing RBF network, Gaussian function 
and standard deviation are used separately for each 
dimension. So the basis functions considering   as 
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The derivative of the RBF network output with respect to the 
jth coordinate of the centre ith neuron is (i=1,…M ,j=1,… p) 

(.)2 i
ij

iji
i

ij

cu
w

c
y Φ

−
=

∂
∂

σ

�
                                                        (3) 

The derivative of the RBF network output  with respect to the 
standard deviation in the jth dimension of the ith neuron is 
(i=1 , …, M , j= 1 , … , p) 
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2.3 Using RBF Network for FDI 

First, inputs that consist of faulty and normal inputs enter to 
the (.)iΦ  that is a Gaussian function with adjustable mean 
and variance, then iiw Φ×  (i=1,…, M) are formed in the 
output. So network can detect and identify the fault. 

Fig. 2. RBF Network structure for FDI 

As it is shown in (Fig. 2), it is supposed that F0 is 
representative of normal state and F1,…, Fn, are 
representative of faulty states. When the system works in 
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normal state, In this case, the network is trained only for F0. 
For this purpose we choose gradual training. E.g. in normal 
state, the network is trained as positive training for F0 and 
negative training for F1,…, Fn. In this case (W1,…, Wn)  are 
trained, as outputs converge only to F0. This method repeated 
to all faulty cases. 

3. GENETIC ALGORITHM 

Genetic algorithm is a global optimization that its object is 
finding minimum of function. 

3.1 Implementation of genetic algorithm for FDI 

First the same as number of inputs, population of X is 
generated that X is a vector and is called chromosome then 
we put them in the fitness function. In this case the numbers 
of fitness function will be the same as the number of inputs. 
Then by using single parent combination (Mutation) and 
double parent combination (cross over) we produce so many 
new X population. Then we put this new population into 
fitness function and proportional to the fitness function we 
give them survival probability. The more output of fitness 
function is, the higher will be probability of selecting this 
population. In any case there is a probability of selection all 
individuals in the population. This approach of selection is 
called Roulette wheel. Criterion of impress in classification is 
a standard for fitness selecting so it is recommended that 
definition of fitness function is been as 

)1(#)(# λ+= XmissclassFitness                                     (5) 

That # is symbol of number and ² is balance factor. Number 
of miss class shows that fault is occurred but network do not 
identify it or the network detects a fault but fault does not 
occurred. The number of ones in (5) is number of ones in 
selected chromosome. Advantage of using genetic algorithm 
in selecting of RBF network’s inputs for FDI is that with 
using genetic algorithm we can classify sensors with 
depending of the importance in fault. So it will be better than 
PCA for selecting of network’s inputs. Because the PCA is a 
linear transform and it can’t illuminate importance of sensors 
in fault. In this paper it is supposed that length of 
chromosome is constant and probability of mutation is 0.1 
and probability of cross over is 0.8.This supposition leads us 
to better result. 

4. EXPERIMENTAL SIMULATIONS OF THE PROPOSED 
FDI APPROACHES ON THE TEP PLANT 

The process simulator for the Tennessee Eastman Industrial 
Challenge Problem was created by the Eastman Chemical 
Company to provide a realistic industrial process in order to 
evaluate process control and monitoring methods. Tennessee 
Eastman process is a chemical process. It is composed of five 
major operation units: a reactor, a condenser, a compressor, a 

stripper and a separator. This process has 12 input variables 
and 40 output variables. It has 21 types of identified faults. 

Table 1. Process Fault for Tennessee Eastman Process 

Fault ID                           Description                         Type 

   F1 (IDV1)   A/C feed ratio, B composition constant      step                  
   F2 (IDV2)   B composition, A/C ratio constant              step 
   F3 (IDV3)   D feed temp                                                 step 
   F4 (IDV4)    reactor cooling water inlet temp                 step  
   F5 (IDV5)    condenser cooling water inlet temp            step 
  F6 (IDV6)    A feed loss                                                  step 

   F7 (IDV7)    C header pressure loss-reduced                 step 
  F8 (IDV8)    A, B, C feed composition                   variation                  

   F9 (IDV9)     D feed temp                                       variation 
   F10 (IDV10) C feed temp                                       variation  
   F11 (IDV11)   reactor cooling water inlet temp      variation 
   F12 (IDV12)   condenser cooling water inlet temp variation 
   F13 (IDV13)   reaction kinetics                              slow drift 
   F14 (IDV14)   reactor cooling water valve             sticking 
   F15 (IDV15)   condenser cooling water valve        sticking 
   F16-20(IDV16-20) Unknown                                 unknown  
   F21 (IDV21)   valve for stream 4 fixed at the        constant 
                           Steady -state Position                      position                    
   
Decentralized control system of the Tennessee Eastman 
process is shown in (Fig. 3).   

Fig. 3. Decentralized control system of the Tennessee Eastman 
process. 

Authors implement FDI using RBF network and improved RBF 
network by genetic algorithm. Before simulation to get better result 
it is recommended that all data should be normalised so it is called 
data pre processing.  
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4.1 Results of simulation for fault detection using RBF network

After pre-processing of data, they are divided to two sections. For 
fault detection, 1004 numbers of data are selected for train and 1968 

numbers of data are selected for test. The RBF network is trained 
with train data and it is evaluated with test data. Performance of 

mean square error (MSE) with increasing number of neuron for test 
and train data is shown in (Fig. 4). 

Fig. 4. Performance of MSE for test and train data with increasing 
number of neuron for fault detection using RBF network.   

                                                                                                                                                                   

Beside of MSE there are two criteria for validation of fault detection 
that are specifity and sensitivity and defined as 

FPTN
TNSpecifity
+

=                                                         (6) 

Where (TN) means normal case correctly identify as normal and 
(FP) means normal case incorrectly identify as fault. 

FNTP
TPySensitivit
+

=                                                       (7) 

Where (TP) means faulty case correctly diagnosis as fault and (FN) 
means faulty case incorrectly identify as normal.  

As it is shown in (Fig. 4.), the number of optimum neuron for 
RBF network is 150. Specifity and especially Sensitivity is 
very important in FDI so with consideration of specifity and 
sensitivity as a criterion for selecting optimal neuron, it is 
illustrated that number of optimum neuron is 170. These two 
criteria for selecting optimal neuron are compared in table 
(2). 

Table 2. Comparison of two methods for select of
optimum neuron in fault detection 

Number 
of 

neuron   

TN TP FP FN Specifity   
% 

Sensitivity
% 

150 914 398 46 610 95.2083 39.4841 

170 617 592 343 416 64.2708 58.7302 

Before entering the inputs to network we do principle 
component analysis (PCA) and reduce dimension of inputs 
then enter to the network. In this case we get better results. 

Fig. 5 shows performance of the MSE for train and test data 
by increasing number of neurons.

Fig.  5.  Performance of MSE for test and train data with 
increasing number of neurons for fault detection with PCA 
for RBF network. 
  
Fig. 5 shows the optimal neuron is equal to 140. 
 Specifity and sensitivity are calculated with 140 neurons and 
compared with170 neuron that is number of optimal neuron 
without PCA. The results show in table 3. 

Table 3. Comparison between specifity and sensitivity 
with PCA and without PCA for fault detection using RBF 
network                  

Number 
of Neuron 

Specifity% Sensitivity% 

Without PCA 170 95 39.4 
With PCA 140 61 50.5 

Selecting of optimal neuron is a trade off between MSE, 
specifity and sensitivity. Because of sensitivity is more 
important in fault detection so according table (3) we select 
the input of network after PCA. 

4.2 Result of simulation for improved fault detection using 
RBF network by genetic algorithm 

Considering the number of input equal 1968, balance factor 
equal 4 in (5), so network has been trained and result will be 
as: 
Number of miss class=722 and number of ones =31 so fitness 
will be 846. In this case, performance of network for fault 
detection is as: 
 performance = ((1968-722)/1968) =63.31%. 
If GA is executed, because of number of sensors are 52, so, 
number of gene in optimal chromosome will be 52. 
With using GA, the genes of chromosome that is one, they 
will be identify effective sensors.  
If criteria will be MSE for selecting optimal neuron, the result 
will be shown in Fig. 6. 
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Fig. 6. Performance of MSE for test and train data with 
increasing number of neurons for fault detection with using 
GA for selecting RBF network’s inputs 

As it is shown in Fig. 6 number of optimal neuron is equal to 
20. 
If specifity and sensitivity will be criteria for selecting 
number of optimal neuron so it will be 115 neurons. 
Comparison of these two cases is shown in table 4. 

Table 4. Comparison of different criteria for selecting 
optimal neuron using GA optimization for fault detection 

Number of 
Optimal 
Neuron 

Specifity% Sensitivity% 

Fault  
detection 
with MSE 

criteria 
and using 

GA 

20 100 6.7 

Fault 
detection 

with 
Sensitivity 

criteria 
and using 

GA 

115 92 36 

In all cases, number of optimal neurons is less than without 
using GA 

4.3 result of fault isolation using RBF network 

For isolation of 21 recorded faults in TEP using RBF 
network, number of neurons are increased and MSE of train 
and test data is calculated as criteria for selecting number of 
optimal neurons in network.  
Results are shown in Fig. 7. 

Fig. 7. Performance of MSE with increasing number of 
neuron for fault isolation with RBF network 

As it is shown in Fig. 7 optimal neuron is 125. 

4.4. Results of simulation for fault isolation using improved 
RBF network by genetic algorithm  

With considering 528 data for training and 1056 data for test, 
GA is executed. For calculating fitness function with 
considering balance factor =1, fitness will be equal 775. 
If MSE will be criteria for selecting number of optimal 
neuron,so the results are shown in fig. 8. 

Fig. 8. performance of MSE for test and train data with 
increasing number of neurons for fault isolation by using GA 
for selecting RBF network’s input 

As it is shown in fig. 8 number of optimal neurons is equal to 
65. 
 For more survey, performance of fault isolation using 
improved RBF network by GA is calculated separately and it 
is compared with other fault diagnosis methods such as RBF 
network, improved RBF network using PCA and it is shown 
in table 5.  
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Table 5. Performance of fault isolation using improved  
RBF network by GA comparison with other methods

Fault 

Performance 
of fault 

diagnosis 
using  RBF 
network % 

Performance 
of fault 

diagnosis 
using 

improved 
RBF 

network by 
PCA % 

Performance 
of fault 

diagnosis 
using 

improved 
RBF 

network by 
GA % 

F1 50 54.16 82.91 
F2 70.83 64.58 72.5 
F3 8.33 12.5 20.41 
F4 18.75 20.83 26.66 
F5 60.41 56.25 80.83 
F6 70.83 81.25 89.16 
F7 66.66 64.5 87.08 
F8 16.66 18.75 18.33 
F9 4.16 6.25 10 

F10 6.25 6.25 12.08 
F11 20.83 22.91 24.58 
F12 12.5 12.5 22.5 
F13 10.4 10.41 24.58 
F14 2.08 2.08 22.5 
F15 14.5 14.58 26.66 
F16 12.5 8.33 41.25 
F17 47.91 45.83 53.75 
F18 56.25 56.25 55.83 
F19 10.41 10.41 16.25 
F20 43.75 47.91 43.33 
F21 0 0 2.08 

In average, the performance of fault diagnosis using 
improved RBF network by GA is 39.6%. Considering that all 
21 faults have been investigated so this method in compare 
with other methods for fault isolation has better performance. 

5. CONCLUSION 

The main interest of this paper is the application of a new 
procedure for FDI on TEP. RBF network is a classifier that 
used for fault detection and isolation. If genetic algorithm is 
used for selecting input variables in RBF networks, Results 
of this method comparison other methods will be improved. 
So we have a high performance comparison with other FDI 
methods. 
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Abstract: Nowadays, the general aim is to increase the energy efficiency of heating ventilation
and air conditioning (HVAC) systems by achieving highly stable control performance allowing
for operation close to the specification limits, where the highest profitability can be obtained.
Considering the nonlinear behaviour of HVAC systems the use of advanced control techniques
is a necessity in achieving this goal. One of the key questions arises here: are the economical
benefits of implementing advanced control techniques higher than the installation costs? In this
paper, the steady state characteristics between control set-points and HVAC system energy
usage are estimated, in order to help to answer this question.

Keywords: HVAC system, energy consumption analysis, system identification

1. INTRODUCTION

In this paper heating ventilation and air conditioning
(HVAC) systems dedicated for clean room production ar-
eas are under consideration. These systems provide man-
ufacturing areas, i.e. controlled zones, with conditioned
air such that the temperature and the humidity are regu-
lated within predefined limits. Considering the complexity,
nonlinear character issues and non-stationary operational
conditions of HVAC systems the control of such systems
is a non-trivial task. In practice, this commonly results in
poor control performance and increased energy consump-
tion, see Underwood (1999). Whilst the suboptimal control
performance on such plants is tolerable, the increased
energy consumption is becoming increasingly problematic
nowadays with concern for the effect on the natural envi-
ronment. It is estimated in Levenmore (2000) that 15% of
a typical HVAC overall energy usage is avoidable via an
improved control. Consequently, this research focuses on
increasing the energy efficiency of HVAC systems through
the analysis and optimisation of control.

Abbott Diabetes Care (ADC) UK, an industrial collab-
orator of the Control Theory and Applications Centre,
develops and manufactures the blood glucose and ketones
test strips, which are designed to assist people with di-
abetes, see Hill et al. (2009). One of the manufacturing
requirements is that the environmental conditions during
production are highly stable and within defined limits.
To achieve this goal ADC UK utilises HVAC systems for
clean room production. It has been found that the HVAC
systems used on site are rather poorly tuned, hence an
analysis of the control system with a view to subsequent
optimisation is considered as a high priority.

Recent work with ADC UK has, firstly, focused on the
humidity control analysis based upon a developed zone
humidity model, see Larkowski et al. (2009). It has been
found that the thermodynamical process of dehumidifi-
cation exhibits bilinear characteristics. A linear in the
parameters black-box modelling approach has been chosen
to replicate such a behaviour. The derived model has
subsequently been used for parameter optimisation of a
currently utilised proportional and integral (PI) controller,
see Hill et al. (2009) and references therein. Results of this
work has yielded a stable and tight control performance,
which has subsequently allowed adjustment of the control
set-point closer to the specification limit; as a consequence
a reduction in gas consumption of approximately 20% has
been achieved.

In a similar manner to the work involved in developing
zone humidity model, a zone temperature model has been
identified, with the aim being to utilise this for subsequent
control optimisation, see Zajic et al. (2010). The approach
undertaken was to use data from existing sensors installed
as a part of the building management system, hence avoid-
ing additional costs and issues connected with installation
of new instrumentation. Subsequently, the parameters of
the PI controller have been appropriately tuned, which
yielded a stable control performance leading to a decrease
in the wear and tear of control valves.

Further improvement would require an order of magnitude
increase in complexity of the control scheme, leading to
the use of more suitable advanced control techniques, such
as optimal gain scheduling or multi-variable model-based
controllers. Similar trends can be also seen in e.g. chemical
process control, see Kano and Ogawa (2009), where the
maximal utilisation of conventional advanced control tech-
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niques is of a high priority. However, there is the question
of weather the use of the more advanced control techniques
will yield higher economical benefits, than the use of well
tuned, currently utilised, PI controllers. It is considered,
that the use of advanced control will enable closer opera-
tion to the specification limits, hence potentially increasing
the overall HVAC energy efficiency and product quality.
Nevertheless the implementation and development costs
of such a control scheme might be even higher than the
actual energy savings over a realistic payback period.

In order to help to answer the above question, the steady
state characteristics between control set-points and HVAC
system energy usage are estimated. In this regard, it is
possible to evaluate the economical benefits of adjustment
of the control set-points. Moreover, such an energy charac-
teristics may be used to assist the decision of choosing ap-
propriate safety margins, i.e. distance between set-points
and specification limits, where there is a trade off between
manufactured product safety and the economical benefits.
The designed method, could then be used in future con-
troller tuning, e.g. an online control set-point optimiser.
For example the zone humidity model has been used for
the control synthesis and tuning. The most promising
results to date have been obtained by applying a nonlinear
compensator, see Zajic et al. (2009), but there is now a
need to take a decision via quantification of benefits prior
to implementing on a real plant.

The paper is structured as follows: The plant details are
given in Section 2. The zone temperature and humidity
models are given in Section 3 together with the control
valve characteristics. These are subsequently used for the
energy consumption analysis given in Section 4. Further
work and conclusions are given in Section 5.

2. PLANT DETAILS

The manufacturing requirements in ADC UK are that
the environmental conditions during the production must
be highly stable, where the air dry-bulb temperature has
to be lower than 24◦C and the air relative humidity
lower than 20% (corresponding dew-point temperature
−0.28◦C). There are over 70 separate HVAC systems used
to condition the air within the manufacturing areas and
each has its own dedicated control system. A typical HVAC
system set-up is shown in Figure 1.

Consider Figure 1, at the point where the return air is
extracted by suction from the controlled zone and passed
through the main duct to the mixing section, in which the
return air is mixed with the supply air from the fresh air
plant (FAP) in the ratio of 17:3. The air mixture then pro-
gresses through to the dehumidification unit (DU), where
it is dehumidified. The dehumidified air is progressed to
the air handling unit (AHU), where the air is heated or
cooled depending on the operating requirements. Note,
that the controlled zone is a clean room production area,
where, in order to avoid any environmental contamination
by dust and other air pollutant, a higher air pressure is
maintained when compared to the atmospheric pressure.
This is achieved by having lower air outflow from the
controlled zone than the air inflow, hence part of the air
ventilates through the gaps around the doors and windows.

A portion of the return air (approximately 30%) is led
through the bypass directly to the AHU. For the comfort
of personnel the designed air flow through the controlled
zone is 2m3s−1, however this would require a larger size of
the DU than that currently installed. Therefore, a small
amount (0.61m3s−1) of the return air is led through the
bypass directly to the AHU allowing for the use of an
undersized DU, in this case it is the Munster MX5000. The
volumetric flow in the bypass is controlled by dampers,
whose position is currently fixed.

2.1 Dehumidification unit

The DU comprises of a large wheel with a honeycomb
structure coated with a moisture absorbent desiccant,
in this case, silica gel. The functionality of the DU is
described as follows. The wheel rotates with a constant
angular velocity of approximately 1/10rpm. The processed
air is driven through the lower part of the wheel, which
is approximately 3/4 of its overall surface. The silica gel
absorbs the moisture from the air, however, this process
is exothermal and the air is additionally warmed. Conse-
quently, to remove the absorbed water, from the silica gel,
the inverse process has to be applied, hence heat needs to
be provided. The hot reactivation air is blown through the
upper part of the dehumidification wheel, where external
air is used for the reactivation, which is heated with a gas
burner and after use is then exhausted to atmosphere.

The gas burner is controlled by the central control system,
where a PI controller is utilised. The controller drives the
electronic actuator mounted to the gas valve, by applying
the control action, denoted u1. The gas valve itself has a
lower safety limit of 26% (low fire), hence is never switched
off due to the safety issues at the ignition stage. The
feedback signal for the controller is the return air dew-
point temperature and the current designed set-point is
−11◦C. The dew-point temperature sensor is denoted D
in Figure 1.

2.2 Air handling unit

The air handling unit has three main separate components
the cooling coil unit (CCU), the heating coil unit (HCU)
and the main fan. The purpose of the AHU is to maintain
the conditioned air dry-bulb temperature at a given set-
point. Both, the CCU and HCU, are in fact water to
air heat exchangers. The CCU is supplied with chilled
water, denoted CHW in Figure 1, from the chilled water
plant. The HCU is supplied with low temperature hot
water (LTHW) from the LTHW plant, where the water
is heated in gas driven boilers. Since the DU heats the
processed air a normal operation condition of the AHU is
that the HCU is disabled by the control system and hence
is not considered hereafter, in order to simplify the energy
consumption analysis.

The cooling capacity of the CCU is regulated by means of
the chilled water mass-flow rate, i.e. by the cooling valve.
The valve is controlled by a PI controller and the control
action signal is denoted u2. The feedback signal for the
controller is the return air dry-bulb temperature and the
designed set-point is 20 ± 2◦C. The decision logic of the
local controller decides whether to use the CCU or HCU,
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Fig. 1. The schematic diagram of the investigated HVAC system.

hence both units do not operate at the same time. The
dry-bulb temperature sensor, denoted T, is installed in
the return duct, see Figure 1.

2.3 Fresh air plant

The main purpose of the FAP is to pre-dehumidify and
pre-cool the outdoor air. The main component of the
considered FAP is another AHU. The dehumidification
is performed by cooling the air below the dew-point
temperature, i.e. latent cooling. The dew condensates on
the body of the cooling element of the CCU, hence the
coil temperature has to be lower than the outdoor dew-
point temperature. For this reason the CHW temperature
set-point is 5◦C.

The FAP maintains the fresh air supply temperature, to
the downstream HVAC, system between 5◦C and 10◦C. In
the case, when the outdoor air temperature is above 10◦C
the CCU is switched on and the air is cooled, i.e. sensible
cooling. In the case, when the outdoor air dew-point
temperature is above the cooling element temperature,
latent cooling occurs. The lower limit of 5◦C is a part of
the frost protection scheme for use in the winter season.

3. HVAC SYSTEM MODELLING

3.1 Zone temperature and humidity models

The zone humidity model, denotedM1, and zone temper-
ature model, denoted M2, are modelled as a first order,
nonlinear, multi-input single-output (MISO) systems, see
Larkowski et al. (2009) and Zajic et al. (2010), respectively.
The models are given by

yD,t =θ1yD,t−1 + θ2u1,t−d1 + θ3u1,t−d1u3D,t−d1 (1)

+ θ4yD,t−1u1,t−d1 + θ5

and

yT,t =θ1yT,t−1 + θ2u1,t−d1 + θ3u2,t−d2 + θ4u3T,t−d1 (2)

+ θ5u4T,t−d1 + θ6u1,t−d1yT,t−1 + θ7u2,t−d2yT,t−1

+ θ8u1,t−d1u2,t−d2yT,t−1 + θ9.

Here, yD,t and yT,t are outputs, namely, the air dew-point
temperature and dry-bulb temperature, respectively, at
the discrete time index t, measured by sensors located
in the main return duct. The inputs are: scaled gas
valve position u1,t within 0 and 1, scaled cooling valve
position u2,t within 0 and 1, fresh air supply dew-point
temperature u3D,t, fresh air supply dry-bulb temperature
u3T,t and outdoor air dry-bulb temperature u4T,t. The
quantities d1 ≥ 1 and d2 ≥ 1 denote the normalised integer
valued time delays which relate to the system time delay
expressed as an integer multiple of the sampling interval,
while θ1,...,9 denote the parameters of the models. The
system input and output signals are given in [◦C], except
the scaled valve positions, which are without units.

The input and output signals were acquired on 16th June
and 17th June 2010, respectively, where the first data set is
exclusively used for parameter estimation and the second
data set is used for the model validation. The sampling
interval is 5 seconds, d1 = 26 and d2 = 16 samples. The
parameters of modelM1 andM2 are given in Table 1.

Table 1. The model parameters of models
M1, M2 and M3. (For the space reasons the
parameter θ9 = −0.15 of modelM2 is given in

this caption.)

Model θ1 θ2 θ3 θ4

M1 1.00 -0.37 1.26×10−2 -1.34×10−2

M2 1.00 3.34×10−2 0.13 0.02

M3 0.99 0.86 0.26 -3.86×10−2

θ5 θ6 θ7 θ8

M1 7.05×10−2 - - -
M2 6.82×10−5 -7.00×10−4 -0.01 -7.66×10−4

M3 1.76×10−2 - - -
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Fig. 2. Estimated steady state characteristics between gas
valve position, u1,∞, and gas volumetric flow, yG,∞,
(solid line) and heating power, yH,∞, (dashed line).
The measured data are depicted by circles.

3.2 Heating power

The gas valve characteristics takes the form of a S-shaped
power curve, which can be expressed by a relationship
based on a logistic growth function, see Taylor et al.
(2007), i.e.

yG,∞ =
yG,max

1 + exp[−a(u1,∞ − b)1/c]
, (3)

where yG,∞ denotes the steady state gas volumetric flow

[m3h−1], u1,∞ is a constant gas valve position, and yG,max,
a, b and c are constant coefficients. Utilising the Matlab
function fminsearch the coefficients are found to be

a = 4.56, b = 0.34, c = 0.30, yG,max = 3.27.

For the purpose of the energy consumption analysis the
steady state relationship between gas valve position u1,∞
and heating power is required, i.e.

yH,∞ = CV × yG,∞ ×
1000

3600
. (4)

Here, yH,∞ is the heating power [kW] in steady state,
CV is the gas calorific value [m−3MJ] and 1000/3600 is a
constant (conversion of units). The gas calorific value was
CV = 39 m−3MJ on 16th June 2010. The measured and
estimated gas volumetric flow and heating power steady
state characteristics are given in Figure 2.

3.3 Cooling load

For the purpose of energy consumption analysis the steady
state relationship between the cooling valve position u2,∞
and the cooling load, denoted yC,∞ [kW], is required to be
known, i.e. the amount of heat removed from the processed
air by the CCU such that the desired zone temperature set-
point is achieved. Note, that the HCU is not considered
here. In order to simplify the modelling task, sensible
cooling only is considered. Subsequently, knowing the on
coil air dry-bulb temperature, denoted Tin,t [

◦C], and the
discharge air dry-bulb temperature, denoted Tout,t [

◦C],
the cooling load is
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Fig. 3. The upper plot shows measured (black solid line)
and simulated (grey solid line) cooling load. The lower
plot shows gas valve position (grey solid line) and
cooling valve position (black dashed line). Sampling
interval 5 seconds.

yC,t =
ṁca

1000
(Tin,t − Tout,t) , (5)

where ṁ = 2.38 s−1kg is air mass flow rate, ca = 1005
kg−1K−1J is air specific heat capacity and 1/1000 is a
constant (conversion of units).

The cooling load depends on many factors. The first main
factor is the temperature difference between the processed
air and the cooling coil body, caused mainly by the
heating influence of the DU, hence the gas valve position
is considered in the modelling stage. Assuming constant
CHW temperature, the second main factor is the CHW
mass flow rate controlled by the cooling valve position.
There is a static nonlinear relationship between the scaled
cooling valve position and scaled CHW mass flow rate,
denoted ũ2,t, which is given by the valve geometry and the
CHW pressure. Assuming a linear type valve, this static
nonlinearity can be expressed by, see Underwood (1999),

ũ2,t =
u2,t√

u22,t (1− γ) + γ
, (6)

where γ is the valve authority. The cooling load model,
denotedM3, is modelled as

yC,t =θ1yC,t−1 + θ2ũ2,t−d4 + θ3u1,t−d3ũ2,t−d4 (7)

+ θ4yC,t−1ũ2,t−d4 + θ5.

The parameters of the cooling load model (7) together
with the valve model (6) were identified such that the
simulation error is minimised utilising the Matlab function
fminsearch. The cooling load model parameters are given
in Table 1. The identified cooling valve authority is γ =
0.4, d3 = 20 and d4 = 3 samples. The measured cooling
load, given by (5), and simulated cooling load are given in
Figure 3.

Subsequently, the steady state relationship between the
cooling valve position u2,∞ and the cooling load yC,∞, is
given by

yC,∞ =
θ2ũ2,∞ + θ3u1,∞ũ2,∞ + θ5

1− θ1 − θ4ũ2,∞
(8)
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Fig. 4. The steady state cooling load characteristics for gas
valve positions 0.3 (grey thick line), 0.5 (black dashed
line) and 0.8 (thick solid line).

together with the cooling valve static nonlinearity model
(6). Finally, the steady state cooling load characteristics
is given in Figure 4 for three different gas valve positions
u1,∞ = 0.3,0.5 and 0.8. It can be observed, that the cooling
load increases as the gas valve is opened. Also, at u2,∞ = 0
the cooling load is not null, as might have been expected.
It is considered, however, that this has been caused by
modelling errors and also by heat loss through the walls
of the AHU.

4. ENERGY CONSUMPTION ANALYSIS

The aim is now to estimate the steady state characteristics
between zone temperature and humidity control set-points
and the HVAC system energy usage. This will allow the
potential benefits of implementation of advanced control
techniques to be evaluated. The overall task is, however,
of rather a complex character and therefore the energy
consumption analysis focuses only on power consumption
of the DU and CCU, since it is believed that these are the
main contributors to the overall energy usage on the site.
The other contributors to the HVAC overall energy usage
are the variable speed pumps for distribution of the CHW
to the CCU and the chilled water plants, i.e. chillers, which
also have nonlinear characteristics.

Firstly, attention is focused on the heating power consump-
tion. The zone humidity model M1 can be expressed in
steady state with respect to the gas valve position, i.e.
control action, as follows

u1,∞ =
yD,∞ − θ1yD,∞ − θ5

θ2 + θ3u3D,∞ + θ4yD,∞
. (9)

Assuming, that in steady state the system output will be
equal to the set-point, i.e. yD,∞ = rD,∞, then (9) relates
the set-point to the control action. The upper plot of
Figure 5 shows the steady state relationship between the
zone dew-point temperature set-point and the gas valve
position, where rD,∞ = 〈−16,−1〉 ◦C and u3D,∞ = 6 ◦C.

Subsequently, the computed gas valve position u1,∞ can
be used to compute the heating power consumption by
utilisation of equations (3) and (4), respectively. The
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Fig. 5. The upper plot shows the steady state gas valve
position plotted against the zone dew-point tempera-
ture set-point. The lower plot shows the steady state
heating power consumption plotted against the zone
dew-point temperature set-point.

lower plot of Figure 5 shows the steady state relationship
between the zone dew-point temperature set-point and the
heating power consumption.

Secondly, consider the cooling load steady state depen-
dency on the zone dry-bulb temperature set-point, denoted
rT,∞. The zone temperature modelM2 can be expressed
in steady state with respect to the cooling valve position
as

u2,∞ =
yT,∞ − p1 − p2u1,∞

p3 + p4u1,∞
, (10)

where

p1 =θ1yT,∞ + θ4u3T,∞ + θ5u4T,∞ + θ9, (11)

p2 =θ2 + θ6yT,∞,

p3 =θ3 + θ7yT,∞,

p4 =θ8yT,∞.

Assuming, that in steady state yT,∞ = rT,∞, then (10)
relates the zone dry-bulb temperature set-point to the
cooling valve position. This relationship is shown in the
upper plot of Figure 6. The set-point is chosen to be
rR,∞ = 〈18, 24〉 ◦C, u3T,∞ = 10 ◦C, u4T,∞ = 20 ◦C and
u1,infty = 0.3, 0.5 and 0.8.

Finally, the steady state cooling valve position given by
(10), together with the valve static nonlinearity (6) and
the static cooling load model (8), can be use to compute
the steady state relationship between the zone dry-bulb
temperature set-point and the cooling load, which is shown
in the lower plot of Figure 6.

4.1 Observations and final remarks

Originally, the dew-point temperature set-point was set
to rD,∞ = −16 ◦C. The parameter optimisation of the
currently utilised PI controller allowed adjustment of the
original control set-point closer to the specification limit,
where the current set-point is rD,∞ = −11 ◦C. As can bee
seen in Figure 5 this yielded energy savings of approxi-
mately 5 kW, i.e. the relative power savings were 1kW per
◦C. It is anticipated here, that any further safe adjustment
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Fig. 6. The upper plot shows the steady state cooling
valve position plotted against the zone dry-bulb tem-
perature set-point. The lower plot shows the steady
state cooling load plotted against the zone dry-bulb
temperature set-point. Both, the upper and lower plot
shows three different cases, where gas valve position
is 0.3 (grey thick line), 0.5 (black dashed line) and 0.8
(thick solid line).

of the set-point is possible via utilisation of advance control
techniques. For an example, adjusting the set-point further
from -11 ◦C to -8 ◦C, would yield relative power savings
of 3.3kW per ◦C, due to the S-shaped steady state power
curve characteristics.

Noting the relationship between the gas valve position and
the cooling load in Figure 6, it is possible to observe, that
by adjustment of the zone dew-point temperature set-
point, not only does the heating power reduce, but also
does the cooling load.

Both, the heating power and the cooling load characteris-
tics, were derived assuming certain outdoor weather condi-
tions and consequently fresh air supply conditions, which
enters the steady state characteristics as additional inputs
u3T,∞, u3D,∞ and u4T,∞, respectively. Since the black-
box, i.e. data driven, modelling approach has been chosen,
these inputs must be carefully chosen. In particular, these
inputs must be in the range of air temperatures present
in the estimation data set. Whilst this is a limitation of
the approach to energy consumption analysis (since the
average temperatures would be probably more suitable)
the results are indicative and would appear to justify the
use of advanced control.

5. CONCLUSIONS AND FURTHER WORK

This paper has investigated the potential energy savings of
a heating ventilation and air conditioning (HVAC) system
based on the steady state relationship between the control
set-points and the energy usage. It is anticipated that by
utilisation of advanced control techniques, compared to the
commonly used proportional and integral (PI) controller, a
highly stable control performance can be achieved, which
would subsequently allow adjustment of the control set-
points. By operating closer to the specification limits, the

highest profitability in terms of energy efficiency can be
obtained.

The results presented for the specific period in question
would suggest that given a realistic payback period, signifi-
cant economical benefits can be achieved. Further research
focuses on the use of simplified first principles models,
which can also be used for energy analysis and control
synthesis.
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Abstract: This paper considers the utilization of first principle models of a BioGrate boiler in a 
disturbance analysis study. The study focuses on the effect of fuel moisture content on the fuel 
combustion, since it is the most significant disturbance source in the boiler operation. The dynamic 
model of a BioGrate boiler, upon which the study is based, is heterogeneous, including solid and gas 
phases. Furthermore, the model considers chemical reactions in both gas and solid phases. In addition, 
fuel movement on the grate is included into the model. The energy required by the process is employed 
through a radiation function validated by industrial data. The model is implemented in a MATLAB 
environment and tested with industrial data. The results are presented and discussed. 
Keywords: Power generation, Dynamic modelling, Biotechnology, Finite difference method, Renewable 
energy systems, System Identification 

 

1. INTRODUCTION 

The increasing utilization of renewable energy has created 
new energy efficiency challenges for industry. As biomass is 
one of the most important raw materials for renewable 
energy, all available biomass sources must be considered for 
energy production. However, the fuel properties of biomass 
tend to vary significantly depending, for example, on its 
origin, fuel processing and handling. Variable properties 
cause large fluctuations in combustion and thus, set 
challenges for an existing control strategy to keep the process 
within its constraints.   

One of the latest successful processes developed, which uses 
wood waste as a fuel, is BioGrate-boiler technology, 
developed by MW Biopower. The combustion of wood waste 
is a very complex process involving several highly coupled 
chemical reactions. Furthermore, the operational conditions 
of the furnace greatly affect the yields of chemicals produced 
during the combustion process, i.e., fractions of tars, gases 
and char. Moreover, not only do the yields of chemicals 
differ under various combustion conditions, their reactivity in 
succeeding reactions also differ. In addition, significantly 
varying moisture content causes significant disturbance in the 
boiler operation. Fuel containing high amounts of moisture 
can occasionally cause a dramatic drop in a power 
production. These moisture-induced drops in power 
production are sometimes confused with a decrease in power 
production caused by a shortage of fuel in the boiler furnace. 
Since these two cases cannot be distinguished from each 
other quick enough, drops in power production are usually 
treated by adding more fuel. In the case of a fuel shortage, the 
added fuel would bring the process back to the specified 

operation conditions; nevertheless, in the case of increased 
fuel moisture, fuel addition causes an unexpected effect. The 
added fresh fuel will first continue to decrease the amount of 
produced heat and electricity, since fuel drying requires a 
significant amount of energy. After the fuel has dried it 
ignites and, consequently, raises the temperature of the flue 
gases causing an uncontrolled increase in steam production as 
a result. Finally, the unstable steam production leads to a 
turbine trip and thus financial losses due to unmet power 
production targets. Furthermore, the disturbances caused by 
the variation of the moisture content have a delayed impact 
on the operation of the boiler. Detecting an early disturbance 
can thus significantly improve the operation of the boiler.   

This paper studies the detection of disturbances in boiler 
operation and is organized as follows: Section 2 describes the 
structure of a BioGrate boiler process; Section 3 presents the 
model and its aspects; and Section 4 studies the effect of 
moisture content on the combustion process. Section 5 
presents a possible approach for the moisture content 
estimation. Section 6 summarizes the results. 

2. PROCESS DESCRIPTION OF A BIOGRATE 
BOILER 

A BioGrate consists of the following functional parts: a water 
filled ash space below the grate which, in turn, is located 
above the reservoir. The BioGrate is covered with a heat 
insulating refractory walls (combustion chamber) which 
reflects the heat radiation back to the grate Anon (2009).  

The grate consists of several ring zones, which are further 
divided into two types of rings: rotating and fixed. Half of the 
grate rings rotate while the rest are fixed. Every second 
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rotating ring rotates clockwise and the others anticlockwise. 
This structure helps spreading fuel evenly upon the surface of 
the conical grate Anon (2009). 

Fuel is fed into the centre of the grate from below. The fuel 
dries in the centre of the cone as a result of heat radiation, 
which is emitted by the combusting flue gas and reflected 
back to the grate by the grate walls. The dry fuel then 
proceeds to the outer shell of the grate where pyrolysis char 
gasification and combustion occur. The ash and carbon 
residues fall off the edge of the grate into the water-filled ash 
pit Anon ( 2009). 

The air required in gasification and combustion is fed into the 
grate through the grate nozzles from the bottom of the grate 
(primary air) and through the nozzles of the combustion 
chamber (secondary air). In addition, in order to ensure clean 
combustion, additional air can be fed through the nozzles of 
the top of the combustion chamber (tertiary air) and the boiler 
walls. Burning produces heat that is absorbed in several steps. 
First, the evaporator absorbs the energy of the flue gases. 
Next, part of the energy of the flue gases is transferred to 
superheaters. In the third phase, the heat is transferred to the 
convective evaporator. Finally, economizers remove the 
remaining flue-gas energy Anon (2009).  

The operation principle of a power plant is based on steam 
generation. As with any other bio power plant, a BioGrate 
power plant comprises a boiler, a turbine generator, a feed-
water tank, a water treatment plant and a flue gas-cleaning 
system. Solid fuel is fed into the furnace of the boiler where it 
is combusted to generate heat and flue gases. As the flue 
gases contain fly ash which contains several harmful 
components, they are purified of the fly ash before being 
released into the atmosphere. The heat acquired from the fuel 
is then used for steam production.  

The steam produced in the boiler is led to a generator turbine, 
which converts its mechanical energy into electricity. The 
steam pressure decreases as it performs the mechanical work; 
steam with decreased pressure, is then used to heat utility 
streams such as water Kiameh (2002). After the steam has 
released enough energy it condenses, condensed steam called 
a condensate which along with the pre-treated feed water, is 
fed into a feed-water tank. Inside the tank, liquid is heated 
with the bled steam from the turbine. This procedure 
increases the energetic efficiency of the process Kiameh 
(2002).   

3. THE DYNAMIC MODEL OF A BIOGRATE 
BOILER AND ITS IMPLEMENTATION IN THE 

SIMULATION ENVIRONMENT 

The current model of a BioGrate, which is utilized in the 
study, uses a walking grate concept modified for a BioGrate 
furnace. In addition, the chemical reaction kinetics were 
specially selected to fit the operational conditions of the 
BioGrate. Furthermore, an experimental model was used to 
model the radiation distribution inside the furnace.   

The biomass bed reacts in a series of four different chemical 
reactions: drying, pyrolysis, char gasification and char 
combustion Peters and Bruch (2001). Active drying starts 
when the temperature of a particle reaches the boiling point 

of water. The high temperature of a furnace then initiates a 
pyrolysis reaction; which, in turn, produces three products: 
gases, char and tar. The gases are mainly composed of CO, 
CO2, H2, H2O and C1-C3 hydrocarbons. Tar contains many 
organic components such as levoglucosan, furfural, furan 
derivatives and phenolic compounds Di Blasi (1996). Next, 
the model will be discussed in detail. 

3.1 Assumptions 

Several assumptions were made to simplify the modelling 
work and are listed in descending order of importance: 

1. The system is one dimensional because the length of 
the grate is significantly longer than its height. 
Therefore, the temperature gradient in the horizontal 
direction is insignificant compared to that in the 
vertical direction. 

2. Plug-flow gas assumption Zhou et al. (2005). The 
gas phase is assumed to be ideal Zhou et al. (2005), 
Kær (2005).

3. The solid is assumed to be a porous material Yang et 
al. (2003).

4. Diffusion in the gas phase is neglected, since the 
effect of convection on the transportation of the gas 
is significantly greater Peters and Bruch (2001).

5. Pressure dynamics are ignored because the release 
of gaseous species is negligible compared to the 
primary air flow; as a result, pressure evolution can 
be neglected Zhou et al. (2005).

6. Heat produced in char combustion is assumed to be 
retained in the solid phase Zhou et al. (2005). 

7. No volume reduction (shrinkage) occurs during 
drying, pyrolysis and combustion Di Blasi (2009).

8. The temperature of the gas released from the solids 
is the same as that of the solids Zhou et al. (2005)

9. The temperature of the solids in a discretized block 
is uniform Zhou et al. (2005).

10. The heat capacity of the wood is assumed to be 
constant Kær (2005).

11. No heat loss.

Next, the simplified continuity equations are presented. 

3.2 Solid phase continuity equation 

The solid phase reacts through drying, pyrolysis and char 
combustion reactions: 

s
s R

t
−=

∂
∂ρ (1) 

where Ms is the density of the solid phase, and Rs the overall 
reaction rate of the solid. 

3.3 Energy continuity equation of the solid phase 
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The energy equation for the solid phase considers heat 
conduction; heat exchange between the phases; energy lost in 
the drying and pyrolysis reactions; and energy gained in char 
combustion: 
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where Ts is the temperature of the solid phase; Cs the heat 
capacity of the solid phase; Ms the density of the solid phase; x
the vertical coordinate; kcond the heat conduction coefficient 
of the solid phase; kconv the heat convection the coefficient 
between the gas and solid phases; vp the density number; Tf
the temperature of the gas phase; and Revap and Rpyr the 
reaction rates of the drying and pyrolysis. The reaction rates 
Rcomb,C, Rgasi,CO2 and Rgasi,H2O correspond to the reaction rates 
of the char combustion, gasification with carbon dioxide and 
gasification with water steam, respectively. �Hevap and �Hpyr
are the reaction enthalpies of drying, and pyrolysis. The 
reaction enthalpies �Hcomb,C, �Hgasi,CO2 and �Hgasi,H2O
correspond to the reaction enthalpies of char combustion, 
gasification with carbon dioxide and gasification with water 
steam, respectively. 

The radiation reflected from the grate walls to the fuel bed is 
described through boundary conditions. To describe the 
energy flux of the radiation energy, an experimental model 
was used. The model was defined from the experimental data 
of a BioGrate boiler located in Trolhättan, Sweden.  

The heat conduction coefficient from Yagi and Kunii (1957) 
was used to describe heat conduction in the bed, while the 
heat conduction coefficient for wood particles was based on 
Janssens and Douglas (2004). 

3.4 Gas phase continuity equation 

The reacted solid components of wood are transferred to the 
gas phase; in addition, the the gas phase continuity equation 
considers gas flow: 

iibffibf RYv
x

Y
t

=
∂
∂−

∂
∂ )()( ερερ (3) 

where Mf is the density of gas phase; Hb the bed porosity; Yi the 
mass fraction of the gaseous component i; vf the gas flow 
velocity; and Ri the rate of formation of gaseous component i. 

3.5 Energy continuity equation of the gas phase 

Assuming no heat loss will occur, the energy continuity 
equation can be denoted as follows: 
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where hf is an enthalpy of the gas phase; Mf the density of the 
gas phase; Hb the bed porosity; vf the gas flow velocity; Ri the 
rate of formation of gaseous component i; kconv is the heat 

convection coefficient between the gas and solid phases; vp
the density number; Tf the temperature of the gas phase; and 
Ts the temperature of the solid phase. 

3.6 Chemical reactions of the model 

The thermal decomposition of wood comprises three main 
chemical reactions: drying, pyrolysis and char gasification 
with char combustion. In general, the chemical reactions can 
be depicted using experimental or semi-experimental models. 
However, since Arrhenius dependence equations are simple 
to use and are also accurate, they have been used in this 
work. 

3.7 Moisture evaporation 

Typically, solid fuels used in power production contain 
moisture. Depending on the type of fuel, a fuel particle can 
contain various amounts of moisture. According to 
Thunmann et al. (2004), fuel particles can contain up to 60 
wt. % of moisture while char residue can be as low as 10 wt. 
% of the wet wood. Water can be bound to the structure of a 
wood particle or reside in its pores. The drying model used in 
the current model is after Di Blasi et al. (2003). 

3.8 Pyrolysis 

After a particle has dried, the next reaction to occur is 
pyrolysis. In the pyrolysis reaction, a dry wood particle is 
decomposed into tar, volatile organic components and char. 
However, fractions of tar, gas and char in the product yield 
are strongly dependent on the reaction conditions of the 
combustion process. The current pyrolysis model is based on 
a study by Alves and Figueiredo (1989). 

3.9 Combustion of pyrolysis gases 

The yield of pyrolytic gases is around 85 wt. % under the 
operation conditions of a BioGrate boiler, since under these 
conditions the gasifying pyrolysis is the dominant pyrolysis 
mode. Therefore, a significant amount of energy used by the 
boiler comes from the combustion of gases; this fact indicates 
that the combustion of pyrolytic gases is the most important 
energy source. However, the composition of the gaseous 
products of pyrolysis, reported in Dupont et al (2009), 
suggests that carbon monoxide has the highest concentration 
in the pyrolytic gas, while the fraction of other combustible 
gases remains under 10 wt. %. Therefore, in order to ensure 
the acceptable accuracy of the model, while keeping the 
model simple, only the oxidation of carbon monoxide to 
carbon dioxide is considered. In addition to the oxidation of 
carbon monoxide, the combustion of hydrogen is also 
included in the model. Reaction rates of gas combustion 
reactions used in the model are presented in the study of 
Babushik and Dakdancha (1993) 

3.10 Char conversion reactions 

Char combustion in the model is based on that presented in 
Senneca (2007). This model was chosen because it is valid 
over the temperature range 440-800°C, which corresponds to 
the temperature of char combustion in a BioGrate. The 
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gasification reaction of char with carbon dioxide is based on 
kinetics reported by Senneca (2007). 

3.11 Implementation of the dynamic model 

The model was implemented in the MATLAB environment, 
in which a set of finite difference methods was used to solve 
the continuity equations. The overall solving algorithm is 
presented in Fig. 1. 

Fig. 1.  Model solving algorithm. 

4. THE EFFECT OF FUEL MOISTURE CONTENT 
ON THE FUEL COMBUSTION 

In order to evaluate the effect of moisture on the overall 
combustion process, a simulation with varying moisture 
content is conducted. The simulation considers a moisture 
content variation in a form of step changes. The moisture 
content function included a step of 200 samples describing 
the moisture content of 45 wt. %, while the second step was 
200 samples long representing a moisture content increase to 
70 wt. %, and the nominal value of the function remains at 60 
wt. %. The dynamic model was simulated for 2000 samples, 
during the simulation the first step started at the time period 
of 200 samples and returned to nominal value at the time 
period of 400 samples. The second step was introduced at the 
time interval of 500 through 700 samples.  

The simulation shows that the decrease in the moisture 
content increased the surface temperature of the fuel layer 
almost immediately. However, the introduced moisture 
content increase started to decrease the surface temperature 
around 550 samples, nevertheless the ignition of drier fuel 
increased the mean surface temperature by 10 K despite the 
increased moisture content in fuel. Nevertheless, at the time 
point of 950 samples the increased moisture content 
decreased the surface temperature by 10 K. The mean gas 
temperature resembles the behaviour of the mean surface 
temperature, however, after the ignition moist fuel started to 
increase the mean temperature of the gas.  This is a result of 
water steam reaction with the char which produces hydrogen. 
Increased moisture content increased the production of steam, 
which in turn, increased the reaction rate of char with the 
steam and, consequently, the production of hydrogen. While 
combusted, the hydrogen releases significant amounts of 
energy, thus, increasing the temperature of flue gases. 
However, despite the increased amount of reacting char the 
production of carbon monoxide decreases. This is the 
consequence of delayed pyrolysis, since the drying of moist 

fuel requires a longer time and delays the initiation of the 
pyrolysis. Furthermore, the increased moisture content 
decreases maximum gas temperature significantly along with 
the amount of produced flue gases. This decrease causes 
large fluctuations in the power production of the boiler. Fig. 2 
presents the form of moisture content step function along 
with gas flows and maximum gas and solid temperatures 
while Fig 3 depicts mean surface and gas temperatures. 

Fig. 2.  The simulation with step changes in the fuel moisture 
content 

Fig. 3.  The mean surface and gas temperatures 

5. AN EXAMPLE FOR THE ESTIMATION OF THE 
MOISTURE CONTENT 

This section proposes an example and a preliminary study on 
how the moisture content of the fuel can be estimated. This 
approach is based on system identification utilizing both a 
linear and a nonlinear model. The models are identified from 
three variables, which are usually measured at the power 
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plant: oxygen content, flue gas flow and flue gas temperature. 
These variables are then simulated with a dynamic model for 
2,000 samples with varying moisture content at a point 1.5 m 
from the center of the grate. This point corresponds to 0.5 m2

of the overall grate area. The first 700 samples are used for 
the model identification of both an ARMAX and a nonlinear 
ARX model. The identified models are then validated using 
the whole dataset. In addition, another 2,000 samples are 
generated to validate the models with an altered fuel moisture 
content; in addition, a random variation of moisture content is 
introduced at the period of 700-1,100 samples. The moisture 
content of the fuel is generated with a sum of sinusoidal 
signals. The data set used for the model identification is 
presented in  Fig. 4., while Fig. 5 presents the second data set 
used for model validation. The data was normalized prior to 
the identification procedure. Both models are identified using 
the MATLAB system identification toolbox. 

 Fig. 4.  Data used for model identification and validation. 

The identified ARMAX model has the following structure: 
)()())()(()()( keqCnkuqBkyqA k +−=

where the order of polynomial A(q) is 2, B(q) is 4 and C(q) is 
5 while nk = 100 samples. 

The nonlinear ARX model utilizes a wavelet network with 
one unit to describe the nonlinear terms of the model while 
the current model output is a function of two previous inputs 
and outputs 

The simulation results show that both models accurately 
predict the moisture content of the first dataset based on the 
flue gas flow, the temperature of the flue gas and the oxygen 
content. Although the ARMAX model is accurate, the 
nonlinear model exhibits better accuracy of the prediction, 
since not all relationships between inputs and outputs can be 
captured from the dynamic model. The simulation results of 
the first dataset for the identified ARMAX and nonlinear 

ARX models are presented in Fig. 6. For convenience, the 
figures present every fifth data sample instead of every 
sample. 

Fig. 5.  Data set used for model validation. 

Fig. 6.  Simulation results of the ARMAX and the nARX 
models with the data set presented in Fig. 2. 

In order to evaluate the accuracy of the identified model, a 
different pattern of moisture variation with another 2,000 
samples was generated with the dynamic model. The results 
show that with the second data set, the linear model is 
significantly less accurate than the nonlinear one. This is 
especially so at the time period between 700-1,100 samples, 
at which an additional disturbance is introduced and the 
linear model fails to predict the moisture content of the fuel. 
These results suggest that moisture content estimation 
requires a nonlinear model, since the linear model is not able 
to capture all the relations between the input and output 
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variables. The simulation results for the ARMAX and the 
nARX models are given in Fig. 7. 

Fig. 7.  Simulation results of the ARMAX and the nARX 
models with the data set generated with the second data set. 

6. CONCLUSIONS 

To summarize, the moisture content affects the combustion 
process significantly; therefore, it is important to detect the 
changes in moisture content as early as possible. The paper 
presented a possible approach for the moisture content 
estimation using linear and nonlinear models identified from 
the process data. The linear model failed to predict the 
moisture content when a significant disturbance was 
introduced, mainly due to the nonlinearity of the reactions 
and the heat transfer involved in wood combustion. In 
contrast to the linear model, the nonlinear model exhibited a 
better accuracy. Nevertheless, the study showed that moisture 
content could easily be estimated from the measurements 
available at the plant. However, further study requires 
evaluating the accuracy of the black box models under the 
changed operation conditions of the boiler, since in the 
presented simulations operation point of the boiler was 
assumed to be constant. Particularly, the combustion air feed 
was kept constant, however, in practice the volumetric air 
feed is not a constant. In addition to the air feed, many other 
variables, assumed in this study as constants, can, in practice, 
exhibit significant variations. Therefore, since the 
mechanistic models are typically valid under the changed 
operation point, it is highly motivated to simplify the 
dynamic model of a BioGrate boiler for the moisture content 
estimation. 
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Abstract:
This paper deals with the application of state space neural network models to fault detection
and accommodation of the boiler unit. The work describes approach based on the so-called
instantaneous linearization of the already trained nonlinear state space model of the system.
With obtained linear model it is possible to derive a new control law of the boiler unit in order
to eliminate the fault effect in the case of faults. All data used in experiments are collected from
the simulator of the boiler unit implemented in Matlab/Simulink.

Keywords: state space model, dynamic system, neural network, fault tolerant control.

1. INTRODUCTION

Recently, it has been observed an increasing development
of the Fault Tolerant Control (FTC) systems. The two
main advantages of the FTC systems which attract re-
searchers, are maintaining the current performance as close
to the desirable one, and preserve stability conditions
in the presence of faults. Faults and equipment failures
directly affect the performance of the control system and
can result in large economic losses and even violation of
the safety regulations. The existing FTC approaches can
be split in two groups: passive and active ones. The second
group can deal with both anticipated and unanticipated
fault. Therefore, the application of these techniques seems
to be more promising and effective than passive ones.
In this paper an active fault tolerant control scheme is
proposed. This work describes the approach based on the
so-called instantaneous linearization of the already trained
nonlinear state space model of the system. With obtained
linear model it is possible to calculate a new control value
for the boiler unit in the case of a fault. The goal of
experiments is to minimize influence of the fault effect on
working conditions of the system.

The paper is organized as follows. Section 2 presents a gen-
eral description of the boiler unit and provides information
about faulty scenarios considered. The state space neural
networks are described in Section 3. Section 4 presents
a fault detection and accommodation, while experimental
results are included in Section 5.

2. BOILER UNIT

The object considered in this work is the laboratory in-
stallation developed at the Institute of Automatic Control

1 This work was supported in part by the Ministry of Science and
Higher Education in Poland under the grant N N514 1219 33.

and Robotics of the Warsaw University of Technology. The
installation is dedicated for the investigation of diagnostic
methods of industrial actuators and sensors Koj et al.
(2005). The whole system consists of the boiler, storage
tank, control valve with positioner, pump and transducers
to measure process variables. The boiler is realized in the
form of a horizontally placed cylinder, which introduces
a strong nonlinearity into the static characteristic of the
system. The scheme of the boiler unit with measurably
available process variables marked is presented in Fig. 1.

Boiler

Storage tank
Pump

V1

LTLRC

FT1 FT2

F1 F2

PDT dP

PT P

Fig. 1. The boiler unit.

In turn, the specification of process variables is shown in
Table 1.The objective of the control system is to keep a
required level of the water in the boiler. The control system
uses the classical PID controller. The boiler unit together
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with control system was implemented in Matlab/Simulink.
Simulations are performed with sample time equal to 0.05.
The simulation model was validated using data acquired
from the physical laboratory installation.
The model of the boiler unit makes it possible to generate
a number of faulty situations. The specification of faults
considered is included in Table 2. Considered faults are
of different nature. As one can see in Table 2, there are
multiplicative as well as additive faults. It is possible to
set also the intensity of a fault.

Table 1. Specification of process variables.

Variable Specification Range

CV control value 0-100 %
dP pressure difference on the valve V1 0-275 kPa
P pressure before the valve V1 0-500 kPa
F1 flow (electromagnetic flowmeter) 0-5 m3/h
F2 flow (Vortex flowmeter) 0-5 m3/h
L water level in the boiler 0-0.5 m

Table 2. Specification of faulty scenarios con-
sidered.

Fault Description Type

f1 fluid choking partly closed (0.5)
f2 level transducer failure additive (−0.05)
f3 positioner failure multiplicative (0.7)
f4 valve head or servo-motor fault multiplicative (0.8)

3. STATE SPACE NEURAL MODEL

A fault can be represented by some nonlinear function f ,
which acts on the state equation of the system changing
its characteristic and behaviour. From such a point of view
state space models became an important class of models.
Moreover such definition of a fault makes it possible to
consider wide class of faults not only additive ones.
A very important class of dynamic neural networks is the
State Space Neural Network (SSNN). Let u(k) ∈ Rn be
the input vector, x(k) ∈ R

q - the output of the hidden layer
at time k, and y(k) ∈ R

m - the output vector. Then the
state space representation of the neural model is described
by the equations

x(k + 1) = g(x(k),u(k)),

y(k) = Cx(k)
(1)

where g(·) is a nonlinear function characterizing the hidden
layer, and C represents synaptic weights between hidden
and output neurons. This equation can be shown in math-
ematical form:

x(k + 1) = g(Wxx(k) +Wuu(k)),

y(k) = Cx(k)
(2)

where W x and W u are weights in neural connections of
model. For the space state model the outputs which are fed
back are unknown during training. As a result, state space
models can be trained only by minimizing the simulation
error. In spite of the fact that state space neural networks
seem to be more promising that fully or partially neural
networks, in practice a lot of difficulties can be encountered
:

bank of

unit

delays

non-linear

hidden

layer

linear

output

layer

bank of

unit

delays

u(k)

x(k)

x(k+1)

y(k+1) y(k)

Fig. 2. Space state model, block scheme.

• model states do not approach true process states;
• wrong initial conditions can deteriorate the perfor-
mance, especially when short data sets are used for
training;

• training can become unstable;
• the model after training can be unstable.

In spite of that a very important property of the state
space neural network is that it can approximate a wide
class of nonlinear dynamic systems.

3.1 State space innovation form

In order to carry out the compensation of the fault effect,
there is a need to design a state observer of the system.
In this paper it is proposed to use the model in the so-
called State Space Innovation Form (SSIF) represented as
follows: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
x(k + 1) = g(x(k),u(k), e(k))

y(k) = Cx(k)
, (3)

where e(k) is the error between the model output ŷ(k) and
measured system output y(k). This equation can also be
shown in mathematical form:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
x(k + 1) = g(Wxx(k) +Wuu(k) +Wee(k))

y(k) = Cx(k)
, (4)

whereW e are also weights in neural connections of model.
The block-scheme of SSIF model shows Fig. 3.
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x(k)

e(k)
x(k+1)
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y(k)
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+

−

Fig. 3. SSIF model, block scheme.

The identified SSIF model can be regarded as an extended
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x̂k +

ŷk

−

rk

Fig. 4. Block scheme of presented FTC strategy.

Kalman filter for unknown nonlinear systems (Norgaard
et al. (2000)). In the framework of fault tolerant control
such kind of neural networks can be used as a state ob-
server.

4. FAULT TOLERANT CONTROL

In the nominal condition system can be described as state
equation:

x(k + 1) = h(x(k),u(k)). (5)

When a fault occurs in the system above equation is ex-
tended by introduction of a fault function f and described
as:

x(k + 1) = h(x(k),u(k)) + f(x(k),u(k)). (6)

To model behavior of the system in nominal conditions,
one can use the SSNN model with state described as:

x(k + 1) = ĥ(x(k),u(k)), (7)

where ĥ is the estimation of the function h. As a state
observer the SSIF model is used in the form

x̂(k + 1) = hf (x̂(k),u(k), e(k)) (8)

Then the unknown fault function f can be approximated
as:

f̂(x̂(k),u(k)) = x̂(k)− x(k)

= hf (x̂(k),u(k), e(k))− ĥ(x(k),u(k)).
(9)

The fault effect can be eliminated/compensated by a
proper definition of the augmented control uftc

uftc(k) = u(k) + ufa(k), (10)

In this paper, the control uftc is determined via the instan-
taneous linearization of the state-space model. Lineariza-
tion can be carried out by expanding function approxi-

mating system into Taylor series. The state-space model
expanded into the Taylor series of first-order about the
point (x,u) = (x(τ),u(τ)) have the form:

ĥ(x(k),u(k)) = ĥ(x(τ),u(τ)) +
∂ĥ

∂x

∣∣
(x,u)

Δx

+
∂h

∂u

∣∣
(x,u)

Δu

= ĥ(x(τ),u(τ)) + ĥ′W x(x(k)− x(τ))

+ĥ′W u(u(k)− u(τ))
(11)

Now linearized state-space model can be presented in the
form: {

x(k + 1) = Ax(k) +Bu(k) + F

y = Cx(k)
(12)

where A = f ′W x, B = f ′W u, F = ĥ(x(τ),u(τ)) −
Ax(τ)−Bu(τ).

With linearized state-space model in (12) and augmented
control law in (10), the fault equations in (9) can be
described as follows:

f̂ = x̂(k)− x(k) =
= Ax(k) +Buftc(k) + F − (Ax(k) +Bu(k) + F )
= Bufa(k)

(13)

Therefore, the final conclusion can be made:

ufa(k) = B−1f̂ . (14)

By adding ufa to the control value one can achieve
compensation of the fault effect occurring in the system.

4.1 FTC application

For the purpose of application of the presented FTC
strategy, it is proposed to use the NNSSIF function from
NNSYSID toolbox for building models (Norgaard et al.
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(2000)). Main advantages of this function is mutual work
of model as SSNN with e(k) = 0 and as SSIF in the case
when output of the system is observed.
Through series of experiments (described in detail by Cza-
jkowski and Patan (2009)), the network structure of the
second order with 4 hidden neurons with hyperbolic tan-
gent activation function was selected as the best perform-
ing one. The training set was generated using the control
signal in the form of random steps with the values from the
interval [0;0.5] and consists of 1500 samples. The training
was carried out off-line for 100 epochs with the Levenberg-
Marquardt algorithm. To verify the networks performance
Sum of Squared Errors (SSE) was used. The neural con-
nections in model structure are presented in Fig. 5.
Figure 6 shows the validation of the model with the use of
input data which are generated by the random sinusoidal
signal.

Fig. 5. Optimal structure of the neural connections in
model.

Fig. 6. Validation of model.

4.2 Fault detection

To introduce compensation to the system in case of a fault,
the fault detection needs to be carried out. To evaluate
residuals and to obtain information about faults, simple
thresholding can be applied. If residuals are smaller than
the threshold value, a process is considered to be healthy,
otherwise it is faulty. In such a case the fault accommo-
dation procedure starts to work determining additional
input ufa (see Fig. 4). For fault detection, the residual

must meet the ideal condition being zero in the fault-
free case and different from zero in the case of a fault. In
practice, due to modelling uncertainty and measurement
noise, it is necessary to assign thresholds larger than zero
in order to avoid false alarms (Patan (2008), Basseville
and Nikiforov (1993)). This operation causes a reduction
in fault detection sensitivity. Therefore, the choice of the
threshold is only a compromise between fault decision
sensitivity and false alarm rate. In order to select the
threshold, in this paper method of σ-standard deviation
is used. Assuming that the residual is an N (m, v) random
variable, thresholds are assigned to the values:

T = m± σv (15)

where m is mean value and v is standard deviation of
residuals values and σ, in the most cases, is equal to 1, 2
or 3. The probability that a sample exceeds the threshold
is equal to 0.15866 for σ = 1, 0.02275 for σ = 2 and 0.00135
for σ = 3, respectively. Based on residuals (set consisted
of the 1500 samples) collected from the boiler simulator
(Fig. 7), calculated as follows:

r(k) = y(k)− ŷ(k), (16)

mean value m and standard deviation v are calculated as
follows:

m =
1

N

N∑
k=1

rk = 0.0016 (17)

v =
1

N − 1

N∑
k=1

(rk −m)
2 = 0.0093 (18)

In Table 3 thresholds values generated according to (15)
with different σ levels are presented. Exceeding threshold
calculated with the value of σ equal to 1, one can achieve
the fastest fault detection, but with high probability of
false alarm and for σ equal to 3, probability of false alarm
is very low but detection time is relatively long.

Table 3. Thresholds for different σ values.

σ threshold range

1 -0.0077 ÷ 0.0109
2 -0.0170 ÷ 0.0202
3 -0.0263 ÷ 0.0295

5. EXPERIMENTAL RESULTS

To validate above method a number of experiments with
different fault scenarios has been carried out. Described
method was tested in closed loop with PID controller,
which was setup to keep value of 0.25 on the output of
the boiler. Each fault was introduced to the system at 500
time instant. Fault detection was carried out with simple
thresholding with σ = 3. Using σ = 2 or 1 would result
in faster fault detection but also in a lot of false alarms.
Smaller thresholds require more exact model which will be
the subject of further researches. In the nominal condition,
the fault value is in threshold range and ufa is set to 0
which do not affect work of system, but in the case of a
fault its value is changing and in this way it compensate
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Fig. 7. Simulation residuals used for selecting of threshold.

the fault effect. In Figs 8-11 are presented charts of be-
haviour of the system in the case of faults listed in the
Table 2. Each chart presents the output of the healthy
system (solid line), output of the faulty system (dashed
line) and output of the compensated system (dash-dotted
line). In turn, efficiency indexes are presented in Table 4
and the detection times which are a periods of time needed
for the detection of a fault measured from the time of the
fault start-up, to a permanent, true decision about a fault
is presented in Table 5.
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Fig. 8. Comparison of system work without fault, with
fault f1 but without FTC and with fault f1 and with
FTC.
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Fig. 9. Comparison of system work without fault, with
fault f2 but without FTC and with fault f2 and with
FTC.
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Fig. 10. Comparison of system work without fault, with
fault f3 but without FTC and with fault f3 and with
FTC.
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Fig. 11. Comparison of system work without fault, with
fault f4 but without FTC and with fault f4 and with
FTC.

Table 4. Results of experiments in form of SSE
and percentage index.

f1 f2 f3 f4

SSE without FTC 0.3447 0.0626 0.2187 0.0756
SSE with FTC 0.0139 0.0862 0.0069 0.0058
Improvement (%) 95.9815 -37.8339 96.8487 92.2801

Table 5. The detection times of the faults.

fault tdt

f1 25
f2 3
f3 26
f4 36

6. CONCLUSION

In the paper it was shown, that the proposed method
makes it possible to improve the work of the boiler unit in
the case of faults. As was shown through the experiments,
the model in the form of the State Space Neural Network
can be effectively and easily used to minimize the residuum
defined as a difference between outputs of nominal and
faulty system. Linearization of model in that form is very
simple and efficient. As shown in Table 4, in three out of
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four cases the fault was compensated in about 95%, which
are very satisfactory results, but in the case of fault f2 the
new augmented control law resulted even in setback due
to specific nature of fault. This specific behavior needs to
be taken in considiration in the further work on improving
proposed method and model.
In spite of the fact that results are quite satisfactory we
believe that they can be improved by improving the model
of the system and this improvements are the subject of
the future work. Improving the model would lead to faster
fault detection without false alarms.
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